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Causal Confusion- Image Classification
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Access to more information makes the problem harder: our model needs to understand what 
part of the input is related to the label



Causal Confusion in Imitation Learning,De Haan et al

Behaviour cloning learns to rely on nuisance correlates in expert demonstrations: for 

Causal Confusion- Imitation Learning

Assume we have access to (the same) expert driving trajectories in the two setups:

The yellow brake square is an indicator of whether the driver is braking. 
Consider training behaviour cloning on these two tasks.
Q: Do we expect one setup to have lower test error (per single time step) than the other?
Do we expect one setup to learn much better policies for deployment? 

Scenario A Scenario B



Causal Confusion in Imitation Learning,De Haan et al

Access to more information makes the problem harder: our model needs to understand what 
part of the input is related to the label.

Causal Confusion- Imitation Learning

Assume we have access to (the same) expert driving trajectories in the two setups:

It is easy for BC in setup A to obtain low train and test error by learning to press the brake 
whenever the yellow indicator is on. 
Q: How will this policy perform during deployment?

Scenario A Scenario B
❌ ✓
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Scenario A Scenario B

Access to more information makes the problem harder: our model needs to understand what 
part of the input is related to the label.

Causal Confusion- Imitation Learning

Assume we have access to (the same) expert driving trajectories in the two setups:

It is easy for BC in setup A to obtain low train and test error by learning to press the brake 
whenever the yellow indicator is ON. How will this policy perform during deployment?

❌ ✓
Q: Would GAIL under setup A solve the problem?
Potentially, at a cost of much more interactions with the environment
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Access to more information makes the problem harder: our model needs to understand what 
part of the input is related to the label.

Behaviour cloning learns to rely on nuisance correlates in expert demonstrations: for 

Causal Confusion- Imitation Learning

• Identifying what are the contributing features for the desired output (driving action of 
image label) is crucial both for learning good policies and learning classifiers that 
generalize, we need to learn to ignore.

``hat”
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Access to more information makes the problem harder: our model needs to understand what 
part of the input is related to the label.

Behaviour cloning learns to rely on nuisance correlates in expert demonstrations: for 

Causal Confusion- Imitation Learning

• In the case of image classification, if you are supply enough data the classifier will 
eventually learn to attend to the right part. 

• Q: In the case of BC, would more data solve the problem?
• because the objective is wrong (we don’t match trajectories, we match per timestep 

actions), supplying more data will not help. 

``hat”



Causal Confusion in Imitation Learning,De Haan et al

• The disentangled state fetures are obtained with a variation on variational 
autoencoders,

At

Disentangling Observations

β − VAE



Task A: Task B: 
True causal 
graph

Original state
Confounded state

• You can easily confuse a behaviour cloning objective by supplying the past actions as 
part of the current state (used to regress to the next action).

• BC will prooly learn to copy paste the previous actions.
• Q: What is the problem with that?

Causal Confusion in Imitation Learning,De Haan et al

Confounding



Confounding
Confounder: “an extraneous variable in an experimental design that correlates with both the 
dependent and independent variables”
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Task A: Task B: 
True causal 
graph

• There are 2^n combinations, hard to try one-by-one.

Causal Confusion in Imitation Learning,De Haan et al

Finding the right causal structure



Learning a structure-parametrized policy

Causal Confusion in Imitation Learning,De Haan et al

Learning a mapping from the mask, and the masked state features to the output action

Masking of the state features

Sampling masking vectors and regressing to actions using the masked state we sampled.



Learning a structure-parametrized policy

Causal Confusion in Imitation Learning,De Haan et al

Input: the mask, and the masked state features
Output: the expert’s action 

Masking of the state features



Finding the right causal structure

Causal Confusion in Imitation Learning,De Haan et al

We need to find the right causal graph structure, in other words, the right state feature 
masking.
We will learn a mapping from graph structure  to its likelihood.
We set the graph likelihood to be proportional to exponentiated reward:



Finding the right causal structure

Causal Confusion in Imitation Learning,De Haan et al

We need to find the right causal graph structure, in other words, the right state feature 
masking.
We will learn a mapping from graph structure  to its likelihood.
We set the graph likelihood to be proportional to exponentiated reward:

To obtain task rewards we will be deploying the correpsonding policy, obtaining 
trajectories and scoring their rewards. 



 

1. Passive discovery: Find all graphs and 
policies consistent with data  
 
 

2. Targeted intervention: Find true graph 
• Rewards 
• Expert queries

Finding the right causal structure

Causal Confusion in Imitation Learning,De Haan et al

We need to find the right causal graph structure, else, the right state feature masking.
We will learn a mapping from graph structure  to task reward 
To obtain task rewards we will be deploying the correpsonding policy, obtaining 
trajectories and scoring their rewards.


