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Important Announcements

• We want to give you free AWS credits! Make sure to do the “AWS Quiz” 
on Canvas by next Friday to give us your account number.

• Homework 1 coming out on next Tuesday.

• Piazza is now up. Find the link on Canvas.
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Circa 2017: Transformers

Encoder-decoder attention:
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Self-attention:



Components of a Generic Attention Mechanism

• A sequence of <key, value> embeddings pairs

• The values are always the hidden states from a previous layer of the neural 
network. The attention mechanism outputs a weighted sum of these.

• For encoder-decoder attention, the values are the final hidden states of the 
encoder (as we so in the previous slide) and the keys are the hidden states from 
the target sequence.

• A sequence of query embeddings

• The query is the current focus of the attention.

• We choose weights for each of the values by computing a score between the 
current query and each of the keys.

attention output at position 𝑗 = 

𝑖=1

𝑇

score 𝐪𝑗 , 𝐤𝑖 ⋅ 𝐯𝑖

score 𝐪𝑗 , 𝐤𝑖 =
𝐪𝑗 ⋅ 𝐤𝑖

𝑑𝑘



Components of a Generic Attention Mechanism

Since the attention computations at each position j are completely independent, we can 
actually parallelize all these computations and instead think in terms of matrix multiplications.

For example, the sequence of embedding vectors 𝐱1 , ⋯ , 𝐱𝑇 becomes matrix 𝐗 ∈ ℝ𝑇×𝑑𝑥 .

This gives us the attention equation which appear in the “Attention is All You Need” paper.

attention 𝐐, 𝐊, 𝐕 = softmax
𝐐𝐊⊤

𝑑𝑘
𝐕
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Encoder
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Decoder
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embedding

matrix 𝐄

𝑃(𝑌𝑡 = 𝑖|𝐱1:𝑇 , 𝐲1:𝑡−1) =
exp(𝐄ො𝐲𝑡[𝑖])

∑𝑗exp(𝐄ො𝐲𝑡[𝑗])

ො𝐲𝑡
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The input into the encoder looks like:

+
Position Embeddings Token Embeddings
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The input into the encoder looks like:

The input to the decoder looks like:

+
Position Embeddings Token Embeddings
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+
Position Embeddings Shifted Token Embeddings
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Encoder-decoder 
attention
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Self-attention
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Masked
Self-attention
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Multi-head

Each attention layer consists 
of multiple attention heads.
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Transformers: “Attention is All You Need”

Multi-Head Attention head1 = Attention 𝐐𝐖1
𝑄
, 𝐊𝐖1

𝐾 , 𝐕𝐖1
𝑉

head𝐻 = Attention 𝐐𝐖𝐻
𝑄
, 𝐊𝐖𝐻

𝐾 , 𝐕𝐖𝐻
𝑉

⋮

MultiHeadAtt 𝐐, 𝐊, 𝐕 =
Concat head1, … , head𝐻
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Multi-Head Attention head1 = Attention 𝐐𝐖1
𝑄
, 𝐊𝐖1

𝐾 , 𝐕𝐖1
𝑉

head𝐻 = Attention 𝐐𝐖𝐻
𝑄
, 𝐊𝐖𝐻

𝐾 , 𝐕𝐖𝐻
𝑉

⋮

MultiHeadAtt 𝐐, 𝐊, 𝐕 =
Concat head1, … , head𝐻

Inputs and outputs of each layer 
are the same dimensions:

𝐐 ∈ ℝ𝑇×𝑑model

𝐊 ∈ ℝ𝑇×𝑑model

𝐕 ∈ ℝ𝑇×𝑑model

MultiHeadAtt 𝐐, 𝐊, 𝐕 ∈ ℝ𝑇×𝑑model
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Multi-Head Attention head1 = Attention 𝐐𝐖1
𝑄
, 𝐊𝐖1

𝐾 , 𝐕𝐖1
𝑉

head𝐻 = Attention 𝐐𝐖𝐻
𝑄
, 𝐊𝐖𝐻

𝐾 , 𝐕𝐖𝐻
𝑉

⋮

MultiHeadAtt 𝐐, 𝐊, 𝐕 =
Concat head1, … , head𝐻

Inputs and outputs of each layer 
are the same dimensions:

𝐐 ∈ ℝ𝑇×𝑑model

𝐊 ∈ ℝ𝑇×𝑑model

𝐕 ∈ ℝ𝑇×𝑑model

MultiHeadAtt 𝐐, 𝐊, 𝐕 ∈ ℝ𝑇×𝑑model

Concrete example:
𝑑model = 512 and 𝐻 = 8.

This meant: 𝐖𝑖
𝑄
∈ ℝ512×64,

𝐖𝑖
𝐾 ∈ ℝ512×64, 𝐖𝑖

𝑉 ∈ ℝ512×64
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The Encoder Step-by-Step

= MultiHeadAtt(𝐇𝑖
enc, 𝐇𝑖

enc, 𝐇𝑖
enc)

Multi-Head
Attention
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The Encoder Step-by-Step

= MultiHeadAtt(𝐇𝑖
enc, 𝐇𝑖

enc, 𝐇𝑖
enc)

= LayerNorm( +𝐇𝑖
enc)Multi-Head

Attention
Add & Norm

Multi-Head

Attention
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The Encoder Step-by-Step

= MultiHeadAtt(𝐇𝑖
enc, 𝐇𝑖

enc, 𝐇𝑖
enc)

= LayerNorm( +𝐇𝑖
enc)Multi-Head

Attention
Add & Norm

Multi-Head

Attention

Feed
Forward

= max(0, 𝐖1+𝑏1)𝐖2 + 𝑏2)Add & Norm
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The Encoder Step-by-Step

= MultiHeadAtt(𝐇𝑖
enc, 𝐇𝑖

enc, 𝐇𝑖
enc)

= LayerNorm( +𝐇𝑖
enc)Multi-Head

Attention
Add & Norm

Multi-Head

Attention

Feed
Forward

= max(0, 𝐖1+𝑏1)𝐖2 + 𝑏2)Add & Norm

= LayerNorm( + )Add & Norm (2) Feed
Forward

Add & Norm

𝐇𝑖+1
enc = Add & Norm(2)



The Decoder Step-by-Step

= MultiHeadAtt(𝐇𝑖
dec, 𝐇𝑖

dec, 𝐇𝑖
dec)

Masked 

Multi-Head

Attention

= LayerNorm( +𝐇𝑖
dec)Add & Norm

Masked 

Multi-Head

Attention

= MultiHeadAtt(𝐇𝑖
enc, 𝐇𝑖

enc,
)

Enc-Dec 

Multi-Head

Attention

Add & Norm

= LayerNorm( + )Add & Norm (2) Add & Norm

Enc-Dec 

Multi-Head

Attention

Feed
Forward

= max(0, 𝐖1+𝑏1)𝐖2 + 𝑏2)Add & Norm (2)

= LayerNorm( + )Add & Norm (3) Feed
Forward

𝐇𝑖+1
enc = Add & Norm(3)

Add & Norm (2)
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