
• Homework 1 is out on the course website.
• OpenAI credits should hopefully come through in the 

next few days. Meanwhile, if you are being rate limited, 
you should upload your payment info and pay $10 to 
OpenAI.

• We are trying to figure out a way to make lecture
recordings more broadly available.



Emerging Capabilities
Finetuning, Zero-shot Learning, and 
Prompt Engineering

1 1 - 6 6 7 :  L A R G E  L A N G U A G E  M O D E L S :  

M E T H O D S  A N D  A P P L I C A T I O N S



Agenda

1. Emergent Behaviors of Pre-Trained LMs

2. Fine-tuning Pre-Trained LMs to be More Useful

1. Alignment 

2. Dialog

3. Instruction Following



The NLP pipeline circa early 2019

Pre-Training Stage
Train on large amounts of 
"general-purpose" data.

Common data sources:
- Webcrawls
- Books
- Wikipedia
- Github

Randomly initialized 
model

Task-Specific Finetuning
Train on data specific to the tasks you 
want your model to be good at.

Common tasks:
- Question Answering
- Summarization
- Translation

Examples from last week’s lecture:
• Fine-tune BERT on SQuAD question-answering dataset
• Finetune T5 on the tasks in SuperGLUE
• Finetune BART on mNLI
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Language Models are Unsupervised Multitask 
Learners (aka GPT-2 paper)

”Language Models are Unsupervised Multitask Learners.” Radford et al. (2019)

The authors “demonstrate that language models begin to learn [question answering, 
machine translation, reading comprehension, and summarization] tasks without any explicit 
supervision when trained on a new dataset of millions of webpages called WebText.”

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf
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Language Models are Unsupervised Multitask 
Learners (aka GPT-2 paper)
The authors “demonstrate that language models begin to learn [question answering, 
machine translation, reading comprehension, and summarization] tasks without any 
explicit supervision when trained on a new dataset of millions of webpages called 
WebText.”

Across a variety of tasks, they saw this behaviour “emerge” with larger model sizes.

”Language Models are Unsupervised Multitask Learners.” Radford et al. (2019)

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf
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Language Models are Unsupervised Multitask 
Learners (aka GPT-2 paper)
The authors “demonstrate that language models begin to learn [question answering, 
machine translation, reading comprehension, and summarization] tasks without any 
explicit supervision when trained on a new dataset of millions of webpages called 
WebText.”

Across a variety of tasks, they saw this behaviour “emerge” with larger model sizes.

”Language Models are Unsupervised Multitask Learners.” Radford et al. (2019)

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf
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Zero-Shot Learning (Sentiment Classification)

Prompt:
Review: Let there be no question: Alexions owns the best cheeseburger 
in the region and they have now for decades. Try a burger on Italian 
bread. The service is flawlessly friendly, the food is amazing, and the 
wings? Oh the wings... but it's still about the cheeseburger. The 
atmosphere is inviting, but you can't eat atmosphere... so go right 
now. Grab the car keys... you know you're hungry for an amazing 
cheeseburger, maybe some wings, and a cold beer! Easily, hands down, 
the best bar and grill in Pittsburgh.

On a 1 to 4 star scale, the reviewer would probably give this 
restaurant a

Model’s Output Probabilities:

P(“1” | prompt) = 0.0016
P(“2” | prompt) = 0.0032
P(“3” | prompt) = 0.012
P(“4” | prompt) = 0.78
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Zero-Shot Learning (Sentiment Classification)

Prompt:
Review: Let there be no question: Alexions owns the best cheeseburger 
in the region and they have now for decades. Try a burger on Italian 
bread. The service is flawlessly friendly, the food is amazing, and the 
wings? Oh the wings... but it's still about the cheeseburger. The 
atmosphere is inviting, but you can't eat atmosphere... so go right 
now. Grab the car keys... you know you're hungry for an amazing 
cheeseburger, maybe some wings, and a cold beer! Easily, hands down, 
the best bar and grill in Pittsburgh.

On a 1 to 4 star scale, the reviewer would probably give this 
restaurant a

Model’s Output Probabilities:

P(“1” | prompt) = 0.0016
P(“2” | prompt) = 0.0032
P(“3” | prompt) = 0.012
P(“4” | prompt) = 0.78

Template used:

Review: <review>

On a 1 to 4 star scale, the reviewer would 
probably give this restaurant a <class_label>

This template is tried for all possible class labels.
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Zero-Shot Learning (Summarization)

Prompt:
India's moon rover completes its walk. Scientists analyzing data 
looking for signs of frozen water

BEW DELHI -- India’s moon rover has completed its walk on the lunar 
surface and been put into sleep mode less than two weeks after its 
historic landing near the lunar south pole, India’s space mission said.

“The rover completes its assignments. It is now safely parked and set 
into sleep mode," with daylight on that part of the moon coming to an 
end, the Indian Space Research Organization said in a statement late 
Saturday.

The rover's payloads are turned off and the data it collected has been 
transmitted to the Earth via the lander, the statement said.

[...]

Active since the 1960s, India has launched satellites for itself and 
other countries, and successfully put one in orbit around Mars in 2014. 
India is planning its first mission to the International Space Station 
next year, in collaboration with the United States.

TL;DR;

Model Generation:
India's moon rover has completed its assignments and gone to sleep mode 
after just two weeks of being on the lunar surface. The rover has 
started transmitting the data it has collected to Earth, but scientists 
are unsure if it can survive the extremely cold temperatures on the 
moon and wake up in order to conduct another set of missions when the 
sun rises again. India successfully landed the rover and underscored 
its status as a major tech power and space program.

Template used:

<title>

<article>

TL;DR;

We return the model’s generation from the filled out template.
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Few-Shot Learning (Machine Translation)

Prompt:
The dog chased a squirrel at the park. = 那只狗在公园里追一只松鼠。

I was late for class. = 我上课迟到了。

The hippopotamus ate my homework. =

Model Generation:
河⻢吃了我的家庭作业。

Template Used:
<example1_en> = <example1_zh>

<example2_en> = <example2_zh>

<query_en> =
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Few-Shot Learning (Machine Translation)

Prompt:
The dog chased a squirrel at the park. = 那只狗在公园里追一只松鼠。

I was late for class. = 我上课迟到了。

The hippopotamus ate my homework. =

Model Generation:
河⻢吃了我的家庭作业。

Prompt with Alternative Template:
Translate from English to Chinese.

The dog chased a squirrel at the park. = 那只狗在公园里追一只松鼠。

I was late for class. = 我上课迟到了。

The hippopotamus ate my homework. =

Prompt with Alternative Template:
Translate from English to Chinese.

English: The dog chased a squirrel at the park.
Chinese: 那只狗在公园里追一只松鼠。

English: I was late for class.
Chinese: 我上课迟到了。

English: The hippopotamus ate my homework.
Chinese:

The different templates are called verbalizers.
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Summary of Terms

• Emergence: when quantitative changes in a system result in qualitative changes in 
behavior.

• Emergent behaviors: abilities that larger models have and smaller models don’t

• In-context learning: when a language model “learns” how to do a task from a textual 
prompt containing a natural language instruction for the task, several exemplars of the 
task, or both.

• Zero-shot learning: In context learning that does not include any exemplars of the task.

• Few-shot learning: In context learning that contains several exemplars of the task. 

• Prompt engineering: The painstaking process of trying out many different prompts until 
you find one that works well for your task.

• Verbalizer: The template we wrap an example in in order to perform the task.
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Why does zero/few-shot learning work?

• Instances of the task exist in the pre-training data.
• Example: “TL;DR” is a well-used string on Reddit.
• Example: Translation data on on the internet

• The few-shot examples “teach” the LLM what format to expect.
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MENTIMETER QUESTION
Consider the task of classifying the topics 
of news articles. Which of these prompts 
do you think would work best?

a) What is this piece of news 
regarding?

b) What is this article about? 
c) What is the best way to 
describe this article?

d) What is the most accurate 
label for this news article?

e) They should all perform about the same.

“Demystifying Prompts in Language Models via Perplexity Estimation.” Golen et al. 2022.

What matters in prompt selection?
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MENTIMETER QUESTION
Consider the task of classifying the topics of news articles. Which of these prompts do you 
think would work best?

a) What is this piece of news regarding? 40.9%
b) What is this article about? 52.4%
c) What is the best way to describe this article? 68.2%
d) What is the most accurate label for this news article? 71.2%
e) They should all perform about the same.

Prompts which are perceptually equivalent to humans can result in radically different 
performance!

“Demystifying Prompts in Language Models via Perplexity Estimation.” Golen et al. 2022.

What matters in prompt selection?

accuracies according to OPT-175B
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What matters in prompt selection?

• Prompts which are perceptually equivalent to humans can result in radically different 
performance.

• Prompt performance is correlated with the extent to which the model is familiar with the 
language the prompt contains.
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What matters in prompt selection?

• Prompt performance is correlated with the extent to which the model is familiar with the 
language the prompt contains.
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MENTIMETER QUESTION

Consider the task of labeling movie reviews as positive 
or negative sentiment. Which of the following prompts 
should work better?

“Demystifying Prompts in Language Models via Perplexity Estimation.” Golen et al. 2022.

What matters in prompt selection?

A

B

C They should perform about the same.
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MENTIMETER QUESTION
Consider the task of labeling movie reviews as positive or negative sentiment. Which of the 
following prompts should work better?

“Demystifying Prompts in Language Models via Perplexity Estimation.” Golen et al. 2022.

What matters in prompt selection?

A

B

C They should perform about the same.
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What matters in prompt selection?

• Prompts which are perceptually equivalent to humans can result in radically different 
performance.

• Prompt performance is correlated with the extent to which the model is familiar with the 
language the prompt contains.

• Few-shot example choice and ordering make a huge difference in performance.

“Calibrate Before Use: Improving Few-Shot Performance of Language Models.”  Zhao et al. 2021.
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What matters in prompt selection?

• Prompts which are perceptually equivalent to humans can result in radically different 
performance.

• Prompt performance is correlated with the extent to which the model is familiar with the 
language the prompt contains.

• Few-shot example choice and ordering make a huge difference in performance.

“Calibrate Before Use: Improving Few-Shot Performance of Language Models.”  Zhao et al. 2021.

Each box plot represents all 
permutations of a set of 4 train 
set examples.
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What matters in prompt selection?

• Prompts which are perceptually equivalent to humans can result in radically different 
performance.

• Prompt performance is correlated with the extent to which the model is familiar with the 
language the prompt contains.

• Few-shot example choice and ordering make a huge difference in performance.
• LLMs can be biased toward answers which occur more frequently in the prompt.

“Calibrate Before Use: Improving Few-Shot Performance of Language Models.”  Zhao et al. 2021.
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Calibrating LLM to Prompt Before Use

“Calibrate Before Use: Improving Few-Shot Performance of Language Models.”  Zhao et al. 2021.

• Step 1: Estimate the bias

• This does not require any labeled data.

• For classification tasks, compute normalized scores of labels

• For generation tasks: compute probabilities of the first token of the generation over the entire vocabulary

• Step 2: Counter the bias

• “Calibrate” the model’s predictions with an affine transformation.

• 𝑙𝑜𝑔𝑖𝑡𝑠!"#$%&"'() = softmax(𝐖𝑙𝑜𝑔𝑖𝑡𝑠 + 𝒃)

• More details in paper linked below.

Example

Step 1:

Suppose we are building a prompt for sentiment 
classification, and we have decided on the template

Input: Subpar acting. Sentiment: Negative

Input: Beautiful film. Sentiment: Positive

Input: <query> Sentiment:

Prompt the model using <query>=N/A.

Model might say P(Positive) = .618 and P(Negative) = .782

Step 2:

Set 𝐖 and 𝒃 such that P(Positive) = P(negative) = 0.5 
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What matters in prompt selection?

• Prompts which are perceptually equivalent to humans can result in radically different 
performance.

• Prompt performance is correlated with the extent to which the model is familiar with the 
language the prompt contains.

• Few-shot example choice and ordering make a huge difference in performance.
• LLMs can be biased toward answers which occur more frequently in the prompt.
• Labels can be wrong and it doesn’t matter.

“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?.”  Min et al. 2022.
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What matters in prompt selection?

• Prompts which are perceptually equivalent to humans can result in radically different 
performance.

• Prompt performance is correlated with the extent to which the model is familiar with the 
language the prompt contains.

• Few-shot example choice and ordering make a huge difference in performance.
• LLMs can be biased toward answers which occur more frequently in the prompt.
• Labels can be wrong and it doesn’t matter.

“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?.”  Min et al. 2022.
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How much does having more exemplars help?

“Holistic Evaluation of Language Models.” Liang et al. 2022.
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Multi-Step Reasoning

Intuition: An LLM will be better able to perform tasks (especially reasoning-based ones) if it 
is made to break down the task into multiple small steps.

Examples of reasoning-based tasks:

• Arithmetic:

• “Fernando brings in three dozen bagels to a breakfast with 16 attendees. If each 
attendees eats two bagels, how many are left over?”

• Commonsense reasoning:

• “The man had a fear of illness, so he never visited friends who were a what? (a) sick 
person (b) hospital (C) elderly person (d) graveyard.”

• TODO
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Chain-of-Thought Prompting

Main idea: each of the exemplars in your few-shot prompt contains logic showing how to 
solve the task.



30 “Chain-of-Thought Prompting Elicits Reasoning in Large Language Models.” Wei at al. 2022.

Chain-of-Thought Prompting

A: The cafeteria had 23 apples originally. They used 
20 to make lunch. So they had 23 - 20 = 3. They 
bought 6 more apples, so they have 3 + 6 = 9. The 
answer is 9.

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many 
tennis balls does he have now? 

A: The answer is 11. 

Q: The cafeteria had 23 apples. If they used 20 to 
make lunch and bought 6 more, how many apples 
do they have?

A: The answer is 27.

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many 
tennis balls does he have now? 

A: Roger started with 5 balls. 2 cans of 3 tennis balls 
each is 6 tennis balls. 5 + 6 = 11. The answer is 11. 

Q: The cafeteria had 23 apples. If they used 20 to 
make lunch and bought 6 more, how many apples 
do they have?

Model Input

Model Output Model Output

Model Input

Main idea: each of the exemplars in your few-shot prompt contains logic showing how to 
solve the task.
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A: The cafeteria had 23 apples originally. They used 
20 to make lunch. So they had 23 - 20 = 3. They 
bought 6 more apples, so they have 3 + 6 = 9. The 
answer is 9.

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many 
tennis balls does he have now? 

A: The answer is 11. 

Q: The cafeteria had 23 apples. If they used 20 to 
make lunch and bought 6 more, how many apples 
do they have?

A: The answer is 27.

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many 
tennis balls does he have now? 

A: Roger started with 5 balls. 2 cans of 3 tennis balls 
each is 6 tennis balls. 5 + 6 = 11. The answer is 11. 

Q: The cafeteria had 23 apples. If they used 20 to 
make lunch and bought 6 more, how many apples 
do they have?

Model Input

Model Output Model Output

Model Input

“Chain-of-Thought Prompting Elicits Reasoning in Large Language Models.” Wei at al. 2022.

Chain-of-Thought Prompting

Step-by-step
demonstration

Step-by-step
answer

Main idea: each of the exemplars in your few-shot prompt contains logic showing how to 
solve the task.
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Zero-Shot Chain-of-Thought Prompting

Main idea: We don’t need any exemplars! Just append the string “Let’s think step by step.” 
to the end of the prompt.
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Zero-Shot Chain-of-Thought Prmpting

“Large Language Models are Zero-Shot Reasoners.” Kojima et al. 2022.

Main idea: We don’t need any exemplars! Just append the string “Let’s think step by step.” 
to the end of the prompt.

�F��=HUR�VKRW
4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$��7KH�DQVZHU��DUDELF�QXPHUDOV��LV�

�2XWSXW����;

�G��=HUR�VKRW�&R7��2XUV�
4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$��/HW¶V�WKLQN�VWHS�E\�VWHS��

�2XWSXW�� 7KHUH� DUH� ��� EDOOV� LQ� WRWDO�� +DOI� RI� WKH� EDOOV� DUH� JROI�
EDOOV��7KDW�PHDQV�WKDW�WKHUH�DUH���JROI�EDOOV��+DOI�RI�WKH�JROI�EDOOV�
DUH�EOXH��7KDW�PHDQV�WKDW�WKHUH�DUH���EOXH�JROI�EDOOV��䘟

4�� 5RJHU� KDV� �� WHQQLV� EDOOV�� +H� EX\V� �� PRUH� FDQV� RI� WHQQLV�
EDOOV��(DFK�FDQ�KDV���WHQQLV�EDOOV��+RZ�PDQ\�WHQQLV�EDOOV�GRHV�
KH�KDYH�QRZ"
$��5RJHU�VWDUWHG�ZLWK���EDOOV����FDQV�RI���WHQQLV�EDOOV�HDFK�LV���
WHQQLV�EDOOV�������� �����7KH�DQVZHU�LV����

4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$�

�2XWSXW��7KH�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI�WKH�EDOOV�DUH�JROI�
EDOOV��6R�WKHUH�DUH�������� ���JROI�EDOOV��+DOI�RI�WKH�JROI�EDOOV�DUH�
EOXH��6R�WKHUH�DUH������� ���EOXH�JROI�EDOOV��7KH�DQVZHU�LV����䘟

�E��)HZ�VKRW�&R7�D��)HZ�VKRW

4�� 5RJHU� KDV� �� WHQQLV� EDOOV�� +H� EX\V� ��PRUH� FDQV� RI� WHQQLV�
EDOOV��(DFK�FDQ�KDV���WHQQLV�EDOOV��+RZ�PDQ\�WHQQLV�EDOOV�GRHV�
KH�KDYH�QRZ"
$��7KH�DQVZHU�LV�����

4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI�WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$�

�2XWSXW��7KH�DQVZHU�LV����;
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Zero-Shot Chain-of-Thought Prmpting

“Large Language Models are Zero-Shot Reasoners.” Kojima et al. 2022.

Main idea: We don’t need any exemplars! Just append the string “Let’s think step by step.” 
to the end of the prompt.

�F��=HUR�VKRW
4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$��7KH�DQVZHU��DUDELF�QXPHUDOV��LV�

�2XWSXW����;

�G��=HUR�VKRW�&R7��2XUV�
4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$��/HW¶V�WKLQN�VWHS�E\�VWHS��

�2XWSXW�� 7KHUH� DUH� ��� EDOOV� LQ� WRWDO�� +DOI� RI� WKH� EDOOV� DUH� JROI�
EDOOV��7KDW�PHDQV�WKDW�WKHUH�DUH���JROI�EDOOV��+DOI�RI�WKH�JROI�EDOOV�
DUH�EOXH��7KDW�PHDQV�WKDW�WKHUH�DUH���EOXH�JROI�EDOOV��䘟

4�� 5RJHU� KDV� �� WHQQLV� EDOOV�� +H� EX\V� �� PRUH� FDQV� RI� WHQQLV�
EDOOV��(DFK�FDQ�KDV���WHQQLV�EDOOV��+RZ�PDQ\�WHQQLV�EDOOV�GRHV�
KH�KDYH�QRZ"
$��5RJHU�VWDUWHG�ZLWK���EDOOV����FDQV�RI���WHQQLV�EDOOV�HDFK�LV���
WHQQLV�EDOOV�������� �����7KH�DQVZHU�LV����

4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$�

�2XWSXW��7KH�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI�WKH�EDOOV�DUH�JROI�
EDOOV��6R�WKHUH�DUH�������� ���JROI�EDOOV��+DOI�RI�WKH�JROI�EDOOV�DUH�
EOXH��6R�WKHUH�DUH������� ���EOXH�JROI�EDOOV��7KH�DQVZHU�LV����䘟

�E��)HZ�VKRW�&R7�D��)HZ�VKRW

4�� 5RJHU� KDV� �� WHQQLV� EDOOV�� +H� EX\V� ��PRUH� FDQV� RI� WHQQLV�
EDOOV��(DFK�FDQ�KDV���WHQQLV�EDOOV��+RZ�PDQ\�WHQQLV�EDOOV�GRHV�
KH�KDYH�QRZ"
$��7KH�DQVZHU�LV�����

4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI�WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$�

�2XWSXW��7KH�DQVZHU�LV����;
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Zero-Shot Chain-of-Thought Prmpting

“Large Language Models are Zero-Shot Reasoners.” Kojima et al. 2022.

Main idea: We don’t need any exemplars! Just append the string “Let’s think step by step.” 
to the end of the prompt.

�F��=HUR�VKRW
4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$��7KH�DQVZHU��DUDELF�QXPHUDOV��LV�

�2XWSXW����;

�G��=HUR�VKRW�&R7��2XUV�
4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$��/HW¶V�WKLQN�VWHS�E\�VWHS��

�2XWSXW�� 7KHUH� DUH� ��� EDOOV� LQ� WRWDO�� +DOI� RI� WKH� EDOOV� DUH� JROI�
EDOOV��7KDW�PHDQV�WKDW�WKHUH�DUH���JROI�EDOOV��+DOI�RI�WKH�JROI�EDOOV�
DUH�EOXH��7KDW�PHDQV�WKDW�WKHUH�DUH���EOXH�JROI�EDOOV��䘟

4�� 5RJHU� KDV� �� WHQQLV� EDOOV�� +H� EX\V� �� PRUH� FDQV� RI� WHQQLV�
EDOOV��(DFK�FDQ�KDV���WHQQLV�EDOOV��+RZ�PDQ\�WHQQLV�EDOOV�GRHV�
KH�KDYH�QRZ"
$��5RJHU�VWDUWHG�ZLWK���EDOOV����FDQV�RI���WHQQLV�EDOOV�HDFK�LV���
WHQQLV�EDOOV�������� �����7KH�DQVZHU�LV����

4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$�

�2XWSXW��7KH�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI�WKH�EDOOV�DUH�JROI�
EDOOV��6R�WKHUH�DUH�������� ���JROI�EDOOV��+DOI�RI�WKH�JROI�EDOOV�DUH�
EOXH��6R�WKHUH�DUH������� ���EOXH�JROI�EDOOV��7KH�DQVZHU�LV����䘟

�E��)HZ�VKRW�&R7�D��)HZ�VKRW

4�� 5RJHU� KDV� �� WHQQLV� EDOOV�� +H� EX\V� ��PRUH� FDQV� RI� WHQQLV�
EDOOV��(DFK�FDQ�KDV���WHQQLV�EDOOV��+RZ�PDQ\�WHQQLV�EDOOV�GRHV�
KH�KDYH�QRZ"
$��7KH�DQVZHU�LV�����

4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI�WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$�

�2XWSXW��7KH�DQVZHU�LV����;
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Zero-Shot Chain-of-Thought Prmpting

“Large Language Models are Zero-Shot Reasoners.” Kojima et al. 2022.

Main idea: We don’t need any exemplars! Just append the string “Let’s think step by step.” 
to the end of the prompt.

�F��=HUR�VKRW
4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$��7KH�DQVZHU��DUDELF�QXPHUDOV��LV�

�2XWSXW����;

�G��=HUR�VKRW�&R7��2XUV�
4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$��/HW¶V�WKLQN�VWHS�E\�VWHS��

�2XWSXW�� 7KHUH� DUH� ��� EDOOV� LQ� WRWDO�� +DOI� RI� WKH� EDOOV� DUH� JROI�
EDOOV��7KDW�PHDQV�WKDW�WKHUH�DUH���JROI�EDOOV��+DOI�RI�WKH�JROI�EDOOV�
DUH�EOXH��7KDW�PHDQV�WKDW�WKHUH�DUH���EOXH�JROI�EDOOV��䘟

4�� 5RJHU� KDV� �� WHQQLV� EDOOV�� +H� EX\V� �� PRUH� FDQV� RI� WHQQLV�
EDOOV��(DFK�FDQ�KDV���WHQQLV�EDOOV��+RZ�PDQ\�WHQQLV�EDOOV�GRHV�
KH�KDYH�QRZ"
$��5RJHU�VWDUWHG�ZLWK���EDOOV����FDQV�RI���WHQQLV�EDOOV�HDFK�LV���
WHQQLV�EDOOV�������� �����7KH�DQVZHU�LV����

4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI� WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$�

�2XWSXW��7KH�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI�WKH�EDOOV�DUH�JROI�
EDOOV��6R�WKHUH�DUH�������� ���JROI�EDOOV��+DOI�RI�WKH�JROI�EDOOV�DUH�
EOXH��6R�WKHUH�DUH������� ���EOXH�JROI�EDOOV��7KH�DQVZHU�LV����䘟

�E��)HZ�VKRW�&R7�D��)HZ�VKRW

4�� 5RJHU� KDV� �� WHQQLV� EDOOV�� +H� EX\V� ��PRUH� FDQV� RI� WHQQLV�
EDOOV��(DFK�FDQ�KDV���WHQQLV�EDOOV��+RZ�PDQ\�WHQQLV�EDOOV�GRHV�
KH�KDYH�QRZ"
$��7KH�DQVZHU�LV�����

4��$�MXJJOHU�FDQ�MXJJOH����EDOOV��+DOI�RI�WKH�EDOOV�DUH�JROI�EDOOV��
DQG�KDOI�RI�WKH�JROI�EDOOV�DUH�EOXH��+RZ�PDQ\�EOXH�JROI�EDOOV�DUH�
WKHUH"
$�

�2XWSXW��7KH�DQVZHU�LV����;
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Zero-Shot Chain-of-Thought Prmpting

“Large Language Models are Zero-Shot Reasoners.” Kojima et al. 2022.

Main idea: We don’t need any exemplars! Just append the string “Let’s think step by step.” 
to the end of the prompt.

Advantages over chain-of-thought (CoT) method:
• The single fixed instruction “Let’s think step by step” works over a large variety of different 

tasks. 
• CoT performance degrades when there is misalignment between the example question 

types in the prompt and the actual task question.
• In summary, multi-step prompting requires less human time spent on prompt 

engineering.
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Comparing Chain-of-Thought with Zero-Shot Chain-of-Thought

“Large Language Models are Zero-Shot Reasoners.” Kojima et al. 2022.
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Zero-Shot Chain-of-Thought Prompting

“Large Language Models are Zero-Shot Reasoners.” Kojima et al. 2022.

There is still prompt engineering required.
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Summary of Zero-Shot and Few-Shot Learning

• There are many possible ways to encode exemplars into the context.
• Choices of verbalizer, exemplars, and ordering can make a big difference.

• When building a verbalizer for a new prompt, you should not be evaluating using the test set.
• Treat the choice of verbalizer as a hyperparameter search. Do you search on the validation set, 

so you can report results on the test set.
• Generally, it is better to use a verbalizer that makes the sequence closer to language modeling—

that is, closer to what the model observed during pretraining.



Agenda

1. Emergent Behaviors of Pre-Trained LMs

2. Fine-tuning Pre-Trained LMs to be More Useful

1. Dialog

2. Instruction Following

3. Alignment



To some extent, the success of zero-shot and few-
shot prompting approaches was a surprise.

Models were exhibiting capabilities we did not 
explicitly train them to have.

42
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The Idea of Alignment

“A General Language Assistant as a Laboratory for Alignment.”  Askel at al. 2021.

Pre-trained language models should be “aligned” to follow user intentions. This is done 
through further finetuning.

Some possible alignment goals:
• The LLM should have a conversational interface.
• The LLM should be able to follow user instructions without complex prompt engineering.
• The LLMs’ generations should align with human values by being “helpful, honest and 

harmless.”

https://arxiv.org/abs/2112.00861


The LLM training pipeline circa early 2022

Pre-Training Stage
Train on large amounts of 
"general-purpose" data.

Common data sources:
- Webcrawls
- Books
- Wikipedia
- Github

Randomly initialized 
model

Finetuning for Alignment (2022)
Train on data specific to the tasks you 
want your model to be good at.

Common tasks:
- Instruction following
- Conversational format
- Safety

Task-Specific Finetuning (2019)
Train on data specific to the tasks you 
want your model to be good at.

Common tasks:
- Question Answering
- Summarization
- Translation
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LaMDA: an LLM finetuned to be a good 
conversational partner

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.

• LaMDA was one of the first examples of alignment (from before “alignment” was a widely 
used term).

• Goal: create a chatbot which said sensible (but still interesting) things, and attempted to 
be factual, and followed safety guidelines.

• Pre-training procedure:
• Decoder only language model trained for next token prediction

• Trained on 2.97B documents and1.12B dialogs (acquired by scraping websites with conversational 
exchanges).

https://arxiv.org/abs/2201.08239
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LaMDA: an LLM finetuned to be a good 
conversational partner

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.

• Finetuning procedure:
1. Collected several thousand dialogs by asking crowdworkers to interact with a LaMDA instance for several 

turns. Crowdworkers could talk about any topic.

2. Asked a different set of crowdworkers were asked to rate the conversations on 4 metrics: whether they 
were sensible, specific, interesting, and safe

3. Built discriminators by fine-tuning pre-trained LaMDA to predict the ratings of the generated candidate 
responses

4. Used the discriminator models to label 2.5M utterances sampled from the pre-training set

5. Fine-tuned pre-trained LaMDA on the 800K utterances which the discriminator labeled as sensible, 
specific, interesting and safe

6. Further finetuned on 4k conversations modified by crowdworkers to include facts sourced from a web 
search. This fine-tuningenabled the model to make search queries at inference time.

https://arxiv.org/abs/2201.08239
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LaMDA: an LLM finetuned to be a good 
conversational partner

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.

https://arxiv.org/abs/2201.08239
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LaMDA: an LLM finetuned to be a good 
conversational partner

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.

https://arxiv.org/abs/2201.08239
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LaMDA: an LLM finetuned to be a good 
conversational partner

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.

https://arxiv.org/abs/2201.08239
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T0: Multi-Task Training

• Goal: Have a version of T5 which can do zero-shot instruction following on many tasks.

• Pre-training procedure: Start with standard T5 trained for span corruption task on C4.
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T0: Multi-Task Training

• Fine-tuning procedure:
1. Took a large number of standard 

supervised tasks in NLP

2. For each task, developed several natural-
language instruction prompts.

“Multitask Prompted Training Enables Zero-Shot Task Generalization.” Sanh et al. 2022.

Included in pre-training Used for eval

6XPPDUL]DWLRQ6HQWLPHQW

3DUDSKUDVH
,GHQWLILFDWLRQ

&RUHIHUHQFH
5HVROXWLRQ

443

053&

3$:6

<HOS

5RWWHQ�7RPDWRHV

$SS�5HYLHZV

,0'%

$PD]RQ

7RSLF�&ODVVLILFDWLRQ

$*�1HZV

'%3HGLD

75(&

6WUXFWXUH�7R�7H[W

:LNL�%LR

&RPPRQ�*HQ

0XOWL1HZV

*LJDZRUG

;6XP

6DP6XP

&11�'DLO\�0DLO

&ORVHG�%RRN�4$

+RWSRW�4$

:LNL�4$

([WUDFWLYH�4$

523(6

$GYHUVDULDO�4$

'XR5&

0XOWLSOH�&KRLFH�4$
&RPPRQVHQVH4$

'5($0

4X$,/

4XD57]

6RFLDO�,4$

&RVPRV�4$

4$6&

:L4$

6FL4

4XD5HO

&23$

6HQWHQFH�&RPSOHWLRQ

+HOOD6ZDJ

6WRU\�&OR]H

1DWXUDO�/DQJXDJH
,QIHUHQFH
$1/,

&%

57(

:6&

:LQRJUDQGH

:RUG�6HQVH
'LVDPELJXDWLRQ

:L&

4XRUHI

:LNL�+RS

%,*�%HQFK

&RGH�'HVFULSWLRQ

&RQFHSWXDO

+LQGX�.QRZOHGJH

.QRZQ�8QNQRZQV

/DQJXDJH�,'

/RJLF�*ULG

/RJLFDO�'HGXFWLRQ

0LVFRQFHSWLRQV

0RYLH�'LDORJ

1RYHO�&RQFHSWV

6WUDWHJ\�4$

6\OORJLVPV

9LWDPLQ�&

:LQRZK\

https://arxiv.org/abs/2110.08207
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T0: Multi-Task Training

• Fine-tuning procedure:
1. Took a large number of standard 

supervised tasks in NLP

2. For each task, developed several natural-
language instruction prompts

• Prompts have diverse wording but 
follow a standardized format

“Multitask Prompted Training Enables Zero-Shot Task Generalization.” Sanh et al. 2022.

�*�0( )/� �# �+$�/0- ��++ �- ��*)�/# �2�''�*!���
�*0)�'�)��./*- �*)��#4(�-&��1 )0 ```

�0((�-4 �-�!!$/$��-/$./���)&.4�$.�� '$ 1 ��/*�� �
� #$)�```

�*�0( )/� �# �+$�/0- ��++ �- ��*)�/# �2�''�*!���
�*0)�'�)��./*- �*)��#4(�-&��1 )0 ```

�0((�-4 �-�!!$/$��-/$./���)&.4�$.�� '$ 1 ��/*�� �
� #$)�```

�*�0( )/� �# �+$�/0- ��++ �- ��*)�/# �2�''�*!���
�*0)�'�)��./*- �*)��#4(�-&��1 )0 ```

�0((�-4 �-�!!$/$��-/$./���)&.4�$.�� '$ 1 ��/*�� �
� #$)�```

źźųځԺųǴ̾Ǵ̴ʍ̾Ǵ͜ɞԲ ǌƈͼ˩ځԱƈͼ˩˩Ǵ̾ίԲ
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�*�0( )/� �# �+$�/0- ��++ �- ��*)�/# �2�''�*!���
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�0((�-4 �-�!!$/$��-/$./���)&.4�$.�� '$ 1 ��/*�� �
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https://arxiv.org/abs/2110.08207
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T0: Multi-Task Training

“Multitask Prompted Training Enables Zero-Shot Task Generalization.” Sanh et al. 2022.

• Resulting model, T0, out-performed or performed comparably to much larger decoder-
only models trained exclusively for next-word prediction. 

https://arxiv.org/abs/2110.08207
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Public Instruction Tuning Datasets

• [Super-]Natural Instructions: https://instructions.apps.allenai.org/
• PromptSource: https://github.com/bigscience-workshop/promptsource
• P3: https://huggingface.co/datasets/bigscience/P3
• FLAN-collection: https://github.com/google-research/FLAN
• Self-Instruct: https://github.com/yizhongw/self-instruct
• Unnatural Instructions: https://github.com/orhonovich/unnatural-instructions

https://instructions.apps.allenai.org/
https://github.com/bigscience-workshop/promptsource
https://huggingface.co/datasets/bigscience/P3
https://github.com/google-research/FLAN
https://github.com/yizhongw/self-instruct
https://github.com/orhonovich/unnatural-instructions
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Even More Instruction Tuning Datasets

“The Flan Collection: Designing Data and Methods for Effective Instruction Tuning.”  Longpre at al. 2022.

https://arxiv.org/abs/2301.13688
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Instruction Tuning Example

Scaling Instruction-Finetuned Language Models, Chung et al. 2022

Before instruction finetuning
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Instruction Tuning Example

Scaling Instruction-Finetuned Language Models, Chung et al. 2022

After instruction finetuning
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InstructGPT: OpenAI’s LLM finetuned for instruction 
following
• Also know as GPT-3 text-davicinci001-003
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InstructGPT: OpenAI’s LLM finetuned for instruction 
following

“Training language models to follow instructions with human feedback.” Ouyang et al. 2022.

• Goal: a decoder-only language model which can do zero-shot instruction following
• Pre-training procedure: same as the original GPT-3
• Fine-tuning data:

• InstructGPT: two types of crowsourced data:
• Crowdworkers answering prompts the way OpenAI wants the model to.

• In contrast, previous instruction tuning approaches like T0 had humans developing natural 
language prompts for existing benchmark datasets.

• Crowdworkers reading several LLM generations for a given prompt and ranking 
them.

https://arxiv.org/abs/2203.02155
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InstructGPT: OpenAI’s LLM finetuned for 
instruction following

“Training language models to follow instructions with human feedback.” Ouyang et al. 2022.

Finetuning procedure
• Step 1: Finetuning LLM on high-quality instruction-style data

1. Built a dataset of prompts. 
• Some came from users of the OpenAI API, some were labeler-written.

2. Had labelers write responses for each prompt.
• These responses are what OpenAI wants the model to say.

3. Fine-tuned the pre-trained LLM directly on these <prompt, response> pairs.
• Step 2: Training a reward model

1. On a second, larger dataset of prompts, used the finetuned model to generate a bunch 
of responses, then had human labelers rank several outputs for a given prompt.

2. Trained a reward model on this dataset of rankings to predict which model output 
labelers would prefer.

• Step 3: Further improving LLM with RL
1. Using reinforcement learning techniques, further fine-tuned the LLM to maximize the 

reward.

https://arxiv.org/abs/2203.02155
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The Training Pipeline

https://huyenchip.com/2023/05/02/rlhf.html
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The Training Pipeline

https://huyenchip.com/2023/05/02/rlhf.html

reinforcement learning with human factors
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The Training Pipeline

https://huyenchip.com/2023/05/02/rlhf.html

There days, it’s not just OpenAI using RLHF
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Crash Course on Reinforcement Learning

• An agent interacts with an environment by 
taking actions

• The environment returns a reward for the 
action and a new state (representation of the 
world at that moment). 

• Agent uses a policy function to choose an 
action at a given state. 

• This is a very open-ended learning paradigm. 
The reward can be anything.
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Crash Course on Reinforcement Learning

[figure credit]

• An agent interacts with an environment by 
taking actions

• The environment returns a reward for the 
action and a new state (representation of the 
world at that moment). 

• Agent uses a policy function to choose an 
action at a given state. 

• This is a very open-ended learning paradigm. 
The reward can be anything.

My action is to 
generate tokens.

(LLM)

(the reward model)

I reward the agent for 
generating tokens I think 
human raters would like.

At each train step, I adjust my weights to 
increase the reward I would have received, 

while trying to avoid forgetting what I 
know from pre-training.

https://www.analyticsvidhya.com/blog/2021/02/introduction-to-reinforcement-learning-for-beginners/
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Problems with RLHF

• More complicated to implement than standard 
finetuning.

• Strongly encodes the values of the annotators 
whose data was used to train the reward 
model.
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Problems with RLHF

• More complicated to implement than standard 
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Problems with RLHF

• More complicated to implement than standard 
finetuning.

• Strongly encodes the values of the annotators 
whose data was used to train the reward 
model.

• Human feedback is subjective and varies from 
annotator to annotator. 

• Model’s tendency to follow the RLHF guardrails 
is stronger the closer the prompt is to data 
seen during finetuning.
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Problems with RLHF

• More complicated to implement than standard 
finetuning.

• Strongly encodes the values of the annotators 
whose data was used to train the reward 
model.

• Human feedback is subjective and varies from 
annotator to annotator. 
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Problems with RLHF

From Twitter user https://twitter.com/zswitten

• More complicated to implement than standard 
finetuning.

• Strongly encodes the values of the annotators 
whose data was used to train the reward 
model.

• Human feedback is subjective and varies from 
annotator to annotator. 

• LLM’s following of the RLHF guardrails 
deteriorates the further the prompt is from the 
kind of data seen by the reward model.
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What you need to do as an LLM user

• In most cases, you will not have the resources to finetune for alignment 
yourself.
• This means need to figure out which extant model has been best aligned 

to suit your task’s needs.



Quiz Question
What is the difference between zero-shot and few-shot learning?
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