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● We often want to measure some property of a system, known as a construct.
○ quality
○ readability
○ informativeness
○ toxicity

What is evaluation
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Jacobs, Blodgett, Barocas, Daumé, Wallach. Translation tutorial: The meaning and measurement of bias: Lessons from natural language processing. ACM 
Conference on Fairness, Accountability and Transparency (FAccT). 2020.
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● We often want to measure some property of a system, known as a construct.
○ quality
○ readability
○ informativeness
○ toxicity

● Measurement implies a scalar value that is monotonically related to the 
construct of interest

○  accuracy is a number that measures quality
● Humans often understand the construct and can provide accurate ratings or 

labels. 

What is evaluation
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Human evaluation

Marzena Karpinska, Nader Akoury, and Mohit Iyyer. The perils of using Mechanical Turk to evaluate open-ended text generation.EMNLP. 2021.
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Human evaluation

M Sanderson, M Paramita, P Clough, E Kanoulas. Do user preferences and evaluation measures line up? SIGIR 2010.
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● Our technology is an intervention into a 
broader process or task.

● Extrinsic evaluation 
○ end-to-end evaluation 

● Intrinsic evaluation
○ correlated with downstream construct
○ correlated with multiple downstream constructs
○ correlated with important subtask

● Understanding the relationship between 
different metrics is a fundamental problem in 
evaluation.

Intrinsic vs extrinsic evaluation 
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Icons by Adrien Coquet, courtesy of the Noun Project
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● Human evaluation is expensive 
○ Time: recruiting, training, rating
○ Cost: money to raters

● Human evaluation often does not scale
○ New systems need a new evaluation 
○ Side-by-side comparisons require O(n2) comparisons for n systems 

● Goal: design a reusable offline metric that models the construct or reliable 
human labels of that construct.

○ historically includes both informal and formal models.
○ when modeling human raters or users, metrics can be interpreted as simulators.

● Metrics are models of…
○ …unobserved constructs
○ …human preferences

Why automatic evaluation 

“All models are wrong but some are 
useful.”

George Box, 1978
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General form of an evaluation metric
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: test information

Create an Amazon Mechanical Turk project, https://docs.aws.amazon.com/AWSMechTurk/latest/RequesterUI/CreatingYourBatchofHITs.html, 2023.
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Victor Quach. IE-Turk. https://github.com/Varal7/ieturk. 2019.

: test information
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● Review a catalog of metrics for NLP tasks.
● All of these metrics are useful for model development, depending on the 

context.
● We will be reviewing cases where metrics are inconsistent with human raters 

or constructs.
○ This is to emphasize the importance of understanding metrics, not to dismiss them altogether!

● Important takeaways will be highlighted in green boxes.

Today

12



● sequence: given a context x, generate a fixed length sequence of decisions.
○ x: prefix, question, document
○ y: next word(s), answer string, document summary

● ranking: given a context x, generate a ranking of items.
○ x: prefix, question, document, query
○ y: list of next words, answer strings, document summaries, documents

● multi-task: support multiple tasks
○ x: {prefix, question, document, query}
○ y: {list of next words, answer strings, document summaries, documents}

Tasks
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Sequences
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Sequences: Exact match 

● advantages
○ high precision: if metric is 1, then we have a good sequence

● disadvantages
○ low recall: in many situations, if the metric is not 1, then we still may have 

a good hypothesis.
● uses

○ question answering
○ numerical reasoning
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Sequences: Word error rate

● advantages
○ relaxes exact match

● disadvantages
○ uniform weight on all transformations
○ semantically similar words ignored
○ questionable correlation with understanding

● uses
○ speech recognition
○ machine translation (include shift as edit)
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Sequences: Word error rate

Ye-Yi Wang, A. Acero, and C. Chelba. Is word error rate a good indicator for spoken language understanding accuracy. In 2003 Ieee workshop on 
automatic speech recognition and understanding (ieee cat. no.03ex721), 577-582, 2003.
Benoit Favre, Kyla Cheung, Siavash Kazemian, Adam Lee, Yang Liu, Cosmin Munteanu, Ani Nenkova, Dennis Ochei, Gerald Penn, Stephen Tratz, 
Clare Voss, and Frauke Zeller. Automatic human utility evaluation of ASR systems: does WER really predict performance?. In Proc. interspeech 2013.

intrinsic metrics may not be correlated 
with task performance
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Sequences: Perplexity

● advantages
○ relaxes exact match

● disadvantages
○ local decisions
○ semantically similar words ignored

● uses
○ language modeling
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Sequences: Perplexity

Chen, S., Beeferman, D., Rosenfeld, R., . Evaluation metrics for language models. In: DARPA Broadcast News Transcription and Understanding 
Workshop. 1998.
Dietrich Klakow and Jochen Peters. Testing the correlation of word error rate and perplexity. Speech Communication, 38(1):19-28, 2002.

intrinsic metrics can be correlated with 
each other
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Sequences: BLEU

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 
Linguistics.
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Sequences: BLEU

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 
Linguistics.
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Sequences: BLEU

multiset precision of n-grams wrt target

0 if no overlap
1 if target contains same or 

more prediction n-grams 

22

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 
Linguistics.



Sequences: BLEU

geometric mean of multiset precisions

assume mean is 0 if any precision is 0
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Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 
Linguistics.



Sequences: BLEU

how can this 
metric be 
gamed?
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Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 
Linguistics.



Sequences: BLEU

in practice…
● k=4
● extended for multiple targets 

metrics are susceptible to gaming
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Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 
Linguistics.



Sequences: BLEU

● advantages
○ relaxes exact match
○ correlation with human preferences (MT)

● disadvantages
○ semantically similar words ignored

● uses
○ machine translation
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Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 
Linguistics.



Sequences: BLEU

measure correlation with 
human preferences
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Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 
Linguistics.



Sequences: BLEU

Ehud Reiter. A structured review of the validity of BLEU. Computational Linguistics, 44(3):393--401, September 2018.

machine translation natural language generation

correlation with human preferences 
depends on task!
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Sequences: ROUGEk

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization 
branches out: proceedings of the acl-04 workshop, 74--81, Barcelona, Spain, July 2004. , Association for Computational Linguistics.

no aggregation over 
lower-order n-grams

recall-oriented metric

how can this 
metric be 
gamed?
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Sequences: ROUGEk

● advantages
○ relaxes exact match
○ correlation with human preferences (MDS)

● disadvantages
○ semantically similar words ignored

● uses
○ multidocument summarization (MDS)

in practice…
● k={1,2}
● fixed length hypothesis
● extended for multiple targets 

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization 
branches out: proceedings of the acl-04 workshop, 74--81, Barcelona, Spain, July 2004. , Association for Computational Linguistics.
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Sequences: ROUGEk

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization 
branches out: proceedings of the acl-04 workshop, 74--81, Barcelona, Spain, July 2004. , Association for Computational Linguistics.
Bonnie Dorr, Christof Monz, Stacy President, Richard Schwartz, and David Zajic. A methodology for extrinsic evaluation of text summarization: does 
ROUGE correlate?. In Proceedings of the ACL workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization, 
2005.

correlation with human preferences 
depends on systems!

HEAD: “headline” system
HUM: human summary
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Sequences: addressing semantically similar words

● All metrics so far only consider exact token matches.
● Penalize models that include synonyms. 

Bonnie Dorr, Christof Monz, Stacy President, Richard Schwartz, and David Zajic. A methodology for extrinsic evaluation of text summarization: does 
ROUGE correlate?. In Proceedings of the ACL workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization, 
2005.
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Sequences: character n-gram precision (chrP)

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: character n-gram recall (chrR)

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: character n-gram F-score (chrF)

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: character n-gram F-score (chrF)

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: character n-gram F-score (chrF)

● advantages
○ relaxes exact match and captures (some) morphological similarity 

● disadvantages
○ does not capture similarity when there is no character overlap

● uses
○ machine translation
○ summarization

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: toward semantic similarity

● can we leverage advances in NLP to address lack of 
non-lexical similarity in metrics?

● assume we have access to a model that provides word 
similarity.  
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Sequences: Bert-based similarity

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. Weinberger, and Yoav Artzi. Bertscore: evaluating text generation with bert. In International 
conference on learning representations, 2020.
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Sequences: Bert-based precision and recall

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. Weinberger, and Yoav Artzi. Bertscore: evaluating text generation with bert. In International conference on 
learning representations, 2020.

in practice…
● can combine P and R  into 

F-measure
● weigh terms by discrimination 

power (idf)
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Sequences: Bert-based recall

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. Weinberger, and Yoav Artzi. Bertscore: evaluating text generation with bert. In International 
conference on learning representations, 2020.
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Sequences: BERTScore

● advantages
○ relaxes exact match
○ incorporates semantic similarity 

● disadvantages
○ dependent on embedding model

● uses
○ machine translation 
○ image captioning systems

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. Weinberger, and Yoav Artzi. Bertscore: evaluating text generation with bert. In International 
conference on learning representations, 2020.
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● metrics are models of…
○ …unobserved constructs
○ …human preferences

● none of the metrics we have studied so far directly model these things
● given a collection of human judgments, 

can we directly model constructs or preferences?
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Sequences: COMET

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. In Proceedings of the 2020 conference on empirical 
methods in natural language processing (emnlp), 2685--2702, Online, November 2020. , Association for Computational Linguistics.

regress against the rating
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Sequences: COMET

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. In Proceedings of the 2020 conference on empirical 
methods in natural language processing (emnlp), 2685--2702, Online, November 2020. , Association for Computational Linguistics.

learn to rank better 
hypothesis
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Sequences: COMET

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. In Proceedings of the 2020 conference on empirical 
methods in natural language processing (emnlp), 2685--2702, Online, November 2020. , Association for Computational Linguistics.

directly model 
human ratings 

works

modeling human 
preferences tends 

to work better
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Sequences: COMET

● advantages
○ relaxes exact match
○ incorporates semantic similarity
○ directly modeling human

● disadvantages
○ dependent on embedding model
○ task-specific

● uses
○ machine translation
○ direct modeling applicable to other tasks

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. In Proceedings of the 2020 conference on empirical 
methods in natural language processing (emnlp), 2685--2702, Online, November 2020. , Association for Computational Linguistics.
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● so far, we have focused on “quality”
● sequences have a diverse set of 

properties we can measure
● need to be precise in what we are 

measuring, in designing a metric 
and eliciting human ratings

Sequences: constructs

David M. Howcroft et al.. Twenty years of confusion in human evaluation: NLG needs evaluation sheets and standardised definitions. In Proceedings of 
the 13th international conference on natural language generation, 169--182, Dublin, Ireland, December 2020.
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questions?
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● in many language tasks, users are presented with a list of predictions, not just 
one,

○ search: list of documents
○ question answering: list of answers
○ autocomplete: list of suggestions

● an LLM can either select the items in the list from a catalog (e.g., search) or 
generate the items (e.g., QA, autocomplete).

● formally, 

Ranking
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Ranking

br
ow
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Ranking: expected search length 

user model: in-order traversal of a 
ranked list, collecting up to k items.

metric: number of nonrelevant 
documents skipped before reaching k 
relevant items.

uses: interpretable metric but not used 
often

William S. Cooper. Expected search length,. American Documentation, 19(1):30–41, 1968.
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Ranking: reciprocal rank

user model: in-order traversal of a ranked 
list, satisfied by one item.

metric: inverse of the number of documents 
skipped before reaching the relevant item.

uses: one relevant answer; impatient user

E. Voorhees and D. Tice. The trec-8 question answering track evaluation. TREC, 1999.
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Ranking: R-precision 

user model: in-order traversal of a 
ranked list, collecting all relevant 
items.

metric: precision when recall is 1.

uses: multiple relevant answers; user 
interested in many answers; more 
patient
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user model: in-order traversal of a 
ranked list, collecting all relevant items.

metric: precision averaged over all recall 
levels.

uses: multiple relevant answers; user 
interested in many answers; more patient; 
average quality across all recall 
requirements.

Ranking: average precision 
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Ranking: average precision 

Andrew Turpin and Falk Scholer. User performance versus precision measures for simple search tasks. In Proceedings of the 29th annual 
international acm sigir conference on research and development in information retrieval, SIGIR '06, 11--18, New York, NY, USA, 2006. , Association 
for Computing Machinery. 56



user model: in-order traversal of a 
ranked list, collecting all relevant items.

metric: accumulated position-discounted 
utility—proportional to rating—over 
traversal.

uses: web search.

Ranking: normalized discounted cumulative gain 

Kalervo Jarvelin and Jaana Kekalainen. Cumulated gain-based evaluation of ir techniques. TOIS, 20(4):422--446, 2002.
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Mark Sanderson, Monica Lestari Paramita, Paul Clough, and Evangelos Kanoulas. Do user preferences and evaluation measures line up?. SIGIR. 
2010.
Ye Chen, Ke Zhou, Yiqun Liu, Min Zhang, and Shaoping Ma. Meta-evaluation of online and offline web search evaluation metrics. SIGIR 2017.
Filip Radlinski and Nick Craswell. Comparing the sensitivity of information retrieval metrics. SIGIR 2010.

Ranking: normalized discounted cumulative gain 

lab experiments online experiments
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● LLMs can support multiple tasks
○ MT, summarization, search, dialog

● Even within a specific task, there are multiple subtasks
○ information-seeking, known-item

● Production systems include multidimensional scorecards of metrics
○ number of visitors, clicks, clickthrough rate, subscriptions, etc.

Why just one metric?
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Multiple metrics: GLUE

60
Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, and Samuel Bowman. GLUE: a multi-task benchmark and analysis 
platform for natural language understanding. In Proceedings of the 2018 EMNLP workshop BlackboxNLP: analyzing and interpreting 
neural networks for NLP, 353--355, Brussels, Belgium, November 2018. , Association for Computational Linguistics.



Multiple metrics: GLUE

Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, and Samuel Bowman. GLUE: a multi-task benchmark and analysis 
platform for natural language understanding. In Proceedings of the 2018 EMNLP workshop BlackboxNLP: analyzing and interpreting 
neural networks for NLP, 353--355, Brussels, Belgium, November 2018. , Association for Computational Linguistics.
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Multiple metrics: GLUE

Kawin Ethayarajh and Dan Jurafsky. Utility is in the eye of the user: a critique of NLP leaderboards. In Proceedings of the 2020 
conference on empirical methods in natural language processing (emnlp), 4846--4853, Online, November 2020. , Association for 
Computational Linguistics.
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Multiple metrics: GEM

Sebastian Gehrmann, et al.. The GEM benchmark: natural language generation, its evaluation and metrics. In Proceedings of the 1st 
workshop on natural language generation, evaluation, and metrics (gem 2021), 96--120, Online, August 2021. , Association for 
Computational Linguistics.
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Multiple metrics: GEM

Sebastian Gehrmann, et al.. The GEM benchmark: natural language generation, its evaluation and metrics. In Proceedings of the 1st 
workshop on natural language generation, evaluation, and metrics (gem 2021), 96--120, Online, August 2021. , Association for 
Computational Linguistics.
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● Need to understand the precarity of metrics
○ incompatibility 
○ nonstationarity
○ dependence on engineering pipelines
○ variation across subtasks
○ social life of metrics

● Automatic metrics should be complemented with other traditions
○ qualitative evaluation
○ understanding of social context of technology

Beyond metrics?

Fernando Diaz and Michael Madaio. Scaling laws do not scale. 2023
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● Many, many ways to automatically evaluate performance, each with its own 
advantages and disadvantages.

○ “All models are wrong but some are useful.”
● Important to understand how to interrogate metrics, compare them, and 

iterate on them. 
● Community moving away from a single number to optimize toward a more 

nuanced understanding of its technology.

Summary

66



In a sentence or two, explain any advantages of metrics based on lexical matching 
compared to those that use pretrained models.

Quiz question
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