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What is evaluation

e \WVe often want to measure some property of a system, known as a construct.
o quality
o readability
o informativeness
o toxicity



The measurement process

Creditworthiness
Credit scores

Teacher quality Value-added assessment scores

Risk to society Rec‘id.ivism risk
Toxicity score
Toxic language Health score
Healthy communities ;N?t) banhed behavior
alrness

Prosocial behavior Individual fairness

) Group fairness
Fairness

construct 9% | operationalization |33 measurement

Jacobs, Blodgett, Barocas, Daumeé, Wallach. Translation tutorial: The meaning and measurement of bias: Lessons from natural language processing. ACM 3
Conference on Fairness, Accountability and Transparency (FAccT). 2020.



What is evaluation

e \WVe often want to measure some property of a system, known as a construct.
quality

readability

informativeness

toxicity

e Measurement implies a scalar value that is monotonically related to the

construct of interest
o accuracy is a number that measures quality

e Humans often understand the construct and can provide accurate ratings or
labels.

o O O O



Human evaluation

=
Please Rate the Story Fragment

The goal of this task is %o rale story fragments on four criteria,

NOTE: Please take the time 10 fully read and understand the story fragment. We will reject submissions from workers that are ciearly spamming the task.

1. How grammatically correct & the text of the story fragment? (on a scale of 1.5, with 1 being the lowes!)

fowest) 01 2 3 4 08 (highest)

2. How well do the in the story it (on a scale of 15, with 1 being the fowesn)

fowest) 01 2 3 4 5 (highest

3, How enjoyable do you find the story tragment? (on a scale of 1.5, with 1 being the lowes!)

fowes) ©1 2 3 4 5 (highesy

4. Now read the PROMPT based on which the story fragment was written.

PROMPT: After brushing your teeth in the morming you go downstairs to fry an egg, but when you try the frying pan buzzes at you and text appears reading, “lovel 18 cooking required to use object”,
How relevant Is the story fragment 10 the prompt? (on a scale of 1-5, with 1 bewng the lowes)

fowes) ©1 2 3 4 OB (highes)

Marzena Karpinska, Nader Akoury, and Mohit lyyer. The perils of using Mechanical Turk to evaluate open-ended text generation.EMNLP. 2021.



Human evaluation

Query: espn sports

Aspect: Take me to the ESPN Sports home page.

You can find results from two different search engines in the table below. Each of the documents may contain 8 summary or snippet and the URL to help you make your decision. Which of these results
would you choose?

Results 1 Results 2

1. Le Anne Schreiber News, Videos, Photos, and PodCasts - ESPN 1. ESPN: The Worldwide Leader In Sports

Explore the comprehensive le anne schreiber archive on ESPN.com, including news, features, video

clips, PodCasts, photos, and more. http://espn.go.com./
http://search.espn.go.com/le-anne-schreiber/

2. ESPN: The Worldwide Leader In Sports

2. Espn Sport
ESPN.com provides comprehensive sports coverage. Complete sports information including NFL,
http://ten-cartoons.info/espn-sport MLB, NBA, College Football, College Basketball scores and news.

5 http://sports.espn.go.com/ 2

If you are a user requiring documents about the required aspect above, which result would you choose?
O Left result is better O Results are equally good ® Right result is better O None of the results are relevant
Please mention your reason below ( incomplete answers will not be accepted):

The right had more relevant information.

M Sanderson, M Paramita, P Clough, E Kanoulas. Do user preferences and evaluation measures line up? SIGIR 2010.



Intrinsic vs extrinsic evaluation

e QOur technology is an intervention into a
broader process or task.

e Extrinsic evaluation
o end-to-end evaluation

e Intrinsic evaluation
o correlated with downstream construct
o correlated with multiple downstream constructs
o correlated with important subtask

e Understanding the relationship between
different metrics is a fundamental problem in
evaluation.

Icons by Adrien Coquet, courtesy of the Noun Project

cooking time

precision
recall
reformulations

flavor
fatigue

personal health
subscription




Why automatic evaluation

e Human evaluation is expensive
o Time: recruiting, training, rating
o Cost: money to raters
e Human evaluation often does not scale
o New systems need a new evaluation
o  Side-by-side comparisons require O(n?) comparisons for n systems

e Goal: design a reusable offline metric that models the construct or reliable
human labels of that construct.

o historically includes both informal and formal models.
o when modeling human raters or users, metrics can be interpreted as simulators.

e Metrics are models of...

o ...unobserved constructs

“All models are wrong but some are
o ...human preferences

useful.”
George Box, 1978




General form of an evaluation metric

Y x Y D,
/,L(Qﬁ, Y, Dm) word prefix next word true next word
T 1nstance document summary gold summary
question answer correct answer
g System prediction question ranked answers correct answer
. . query ranked items relevant items
D, test information about x query ranked items  logged clicks



D, test information

Instructions: Given an image, write a sentence summarizing what it shows

Use punctuation and don't mention that you're describing an image.

Summarize the image with a sentence...

10

Create an Amazon Mechanical Turk project, https://docs.aws.amazon.com/AWSMechTurk/latest/RequesterUl/CreatingYourBatchofHITs.html, 2023.


https://docs.aws.amazon.com/AWSMechTurk/latest/RequesterUI/CreatingYourBatchofHITs.html

D, test information

Tagging Instructions (Click to expand)

Highlight the name in the description

An issue was discovered in the base64d function in the SMTP
listener in Exim before 4.90.1 . By sending a handcrafted
message , a bufi@r overflow may happen . This can be used to
execute code remotely .

Product name
Product version

Protocol

Submit

Victor Quach. IE-Turk. https://github.com/Varal7/ieturk. 2019.

V(e)rsion

P(r)otocol

! There is no name
| There is no version

| There is no protocol

11



Today

e Review a catalog of metrics for NLP tasks.
e All of these metrics are useful for model development, depending on the

context.
e \We will be reviewing cases where metrics are inconsistent with human raters

or constructs.
o This is to emphasize the importance of understanding metrics, not to dismiss them altogether!

e Important takeaways will be highlighted inmgreen boxes. m

12



Tasks

e seqguence: given a context x, generate a fixed length sequence of decisions.
o  x: prefix, question, document
o y: next word(s), answer string, document summary
e ranking: given a context x, generate a ranking of items.
o x: prefix, question, document, query
o y: list of next words, answer strings, document summaries, documents
e multi-task: support multiple tasks

o x: {prefix, question, document, query}
o y: {list of next words, answer strings, document summaries, documents}

13



Sequences

(Y, y)

y target sequence (reference)

~

y predicted sequence (hypothesis)

14



Sequences: Exact match

wy,y) =Ly =9)

e advantages
o high precision: if metric is 1, then we have a good sequence
e disadvantages
o low recall: in many situations, if the metric is not 1, then we still may have
a good hypothesis.
® uses

o question answering
o numerical reasoning

15



Sequences: Word error rate

e advantages
o relaxes exact match
e disadvantages

o uniform weight on all transformations
o semantically similar words ignored
o questionable correlation with understanding

® UuUses

o speech recognition
o machine translation (include shift as edit)

d(y,y) word edit distance
between y and y

ly| length of y

16



Sequences: Word error rate

with task performance

intrinsic metrics may not be correlated N

60 5]
50 ] =
n-gram | HMM/ | HMM/ | Transcription g 4 L -
LM CFG CFG g % - I: . ™
ws) | ) 3o T

WER 3.2% 123% | 12.0% |} — o

Task ID 7.9% 7.1% 5.6% 2.3% ) el

Slot ID 116% | 11.1% | 9.8% 5.1% 6 8 10 12 14 16 18 20 22 24

Average subject score

Figure 1: Meeting-level word error rate vs average H-score for
all transcript conditions.

Ye-Yi Wang, A. Acero, and C. Chelba. Is word error rate a good indicator for spoken language understanding accuracy. In 2003 leee workshop on
automatic speech recognition and understanding (ieee cat. no.03ex721), 577-582, 2003.

Benoit Favre, Kyla Cheung, Siavash Kazemian, Adam Lee, Yang Liu, Cosmin Munteanu, Ani Nenkova, Dennis Ochei, Gerald Penn, Stephen Tratz,
Clare Voss, and Frauke Zeller. Automatic human utility evaluation of ASR systems: does WER really predict performance?. In Proc. interspeech 2013.



Sequences: Perplexity

e advantages
o relaxes exact match
e disadvantages

o local decisions
o semantically similar words ignored

® uses
o language modeling

ly|
1
,u(y,@):exp —EE logpe(yz‘\yl:z'—l)
=1

6 language model

18



Sequences: Perplexity

each other

intrinsic metrics can be correlated with ‘

45
45

43

4t
40 |
41 f

word-error rate
&
WER (%)

39+

Eval96 ———
Eval9697 ---x---
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37 +

36 ' . ’ ’ ' 30 F
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log2 perplexity

I 1 1 | ! Il
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Perplexity

Chen, S., Beeferman, D., Rosenfeld, R., . Evaluation metrics for language models. In: DARPA Broadcast News Transcription and Understanding
Workshop. 1998.
Dietrich Klakow and Jochen Peters. Testing the correlation of word error rate and perplexity. Speech Communication, 38(1):19-28, 2002.



Sequences: BLEU

k

Gi(y) N G () \ V¥

Gn(s) m-gram multiset in s

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational 20
Linguistics.



Sequences: BLEU

Gn(s) m-gram multiset in s

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational
Linguistics.
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Sequences: BLEU

multiset precision of n-grams wrt target

Gi(y) NGi(Y)

0 if no overlap
1 if target contains same or
more prediction n-grams

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational
Linguistics.



Sequences: BLEU

geometric mean of multiset precisions

Gi(9)

1

e (1Gi(w) NG\
L1603

assume mean is 0 if any precision is 0

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational
Linguistics.



Sequences: BLEU

k

~ 1/k
17 (190 9:) / -
G:(9)] " e

N gamed?

1=1

Gn(s) m-gram multiset in s

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational
Linguistics.
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Sequences: BLEU

metrics are susceptible to gaming

k . N 1/k
uly, 3,k) = BP(lyl, [9) x ]| <|g2<y> N Qz(y)\)

1=1
17 —_—
0.9
0.8 /
~ 077 /
gg‘;i o o 1 ‘g‘ > ‘y’ in prﬁctice...
B Eg / BP(’y|, ‘y|> — eXp(l . |y|/|?]|) otherwise :Z;fended for multiple targets
014 /
T

1 L 1 L | - 1
10 20 30 40 50
]

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational o5

Linguistics.




Sequences: BLEU

e advantages
o relaxes exact match
o correlation with human preferences (MT)

e disadvantages
o semantically similar words ignored

® UuUses
o machine translation

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the

w(y, 9, k) = H

1

()]

i Gi(y) N Gi
e 1Gi(9)]

40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational

Linguistics.

1/k
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Sequences: BLEU

Monolingual Judgement

25

1.5

0.5

-0.5

« 35
s 3
£
& *
8 25 *®
5 2
=S 15 measure correlation with
© human preferences
3 1
o
£ 05
m 0 b 4
0 0.1 0.2 0.3 0 0.1 0.2 0.3
Bleu score Bleu score

—e— Predicted ¢ Monolingual Group —e— Predicted ¢ Bilingual Group

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the
40th annual meeting on association for computational linguistics, ACL '02, 311--318, Stroudsburg, PA, USA, 2002. , Association for Computational

Linguistics.
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Sequences: BLEU

correlation with human preferences
depends on task!

machine translation natural language generation

system
|
(o]
[e]
[e]
—_
-....;...............4
'
'

'
system
|
—_

%

Ntlag ; Low

-0.4 -0.2 0.0 0.2 0.4 0.6

Ehud Reiter. A structured review of the validity of BLEU. Computational Linguistics, 44(3):393--401, September 2018.

| Med

0.8

HighI

1.0
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Sequences: ROUGEk

no aggregation over
lower-order n-grams

_G@nG@) e

N gamed?

|G (y)| R

w(y, g, k)

recall-oriented metric

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization
branches out: proceedings of the acl-04 workshop, 74--81, Barcelona, Spain, July 2004. , Association for Computational Linguistics.

29



Sequences: ROUGE,

e advantages
o relaxes exact match
o correlation with human preferences (MDS)

e disadvantages
o semantically similar words ignored

® Uuses
o multidocument summarization (MDS)

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization

Gk (y) N Gk ()]

w0 8) = =160

in practice...
o k={1,2}
e fixed length hypothesis
e extended for multiple targets

30

branches out: proceedings of the acl-04 workshop, 74--81, Barcelona, Spain, July 2004. , Association for Computational Linguistics.



Sequences: ROUGE,

DS SINGLE DOC

1 REF 3 REFS 1 REF 2 REFS

) OP OP A OP A OP
R- 76 | 076 | 084 J 0.80 | 0.78 | 0.84 | 0.98 [ 0.98 [N T"Mf 0.98 | 0.98 L X T
R-2 84 | 084 | 083 WX E7AICEGH 099 099 099 099 0.99 099
R-3 82 | 083 | 080 | 0.86 [ 0.86 | 085 | 0.99 O 0
R-4 81081 | 077 Jo.84 | 0.84 | 083 0.98
R-5 791079 | 075 o83 [ 083|081 | 008 B 0.98

- 77 71 &—n“ 0.99 Tl 099 0.8 0.98
R-7 .73 | 074 | 065 J0.79 | 0.80 | 0.76 | 0.98 | 0.98 | 0.7 WETMEXTN 0.97
R-8 0.69 | 0.71 | 061 078 | 0.78 | 0.72 | 0.98 | 0.98 | 0.96 BRI MEL X M 0.57
|r-9 0. 067 | 059 Jo76 | o076 ] 069 | 097 | 0.97 | 095 Jooe | 098] 096
R-L 83 | 083 | 083 §0.86 | 0.86 | 086 WX TMACE TN 000 QUK TR X TMCET
RS* 74 | 074 | 0.80 J0.78 | 0.77 | 082 | 0.98 | 0.98 | 0.98 § 0.98 | 0.97 | 0.98
R-S4 Yo 08 084 B X 0 0.8 099 099 099 099 099 0.99
Iﬁo 34 0.84 B 0.87 0O 0
R-SU4 | 0.84 | 0.84 BV TR (X7 087 099 099 089 099 099 0.99
R-SU9 | 0.84 | 0.84 [N T RN EYA 087 099 099 099 099 099 0.99
(XTE¥] 0.85 o085 085 0.87 IOCA 08 : 99 99

Table 1: Pearson’s correlations of 17 ROUGE
measure scores vs. human judgments for the DUC
2001 and 2002 100 words single document sum-
marization tasks

correlation with human preferences
depends on systems!

Surrogate P=1 P=2 P=4
HEAD (RP) 0.1270 | 0.1943 | 0.3140
HUM (RP) 0.0632 | 0.1096 | 0.1391

HEAD (LDC) | -0.0968 | -0.0660 | -0.0099
HUM (LDC) | -0.0395 | -0.0236 | -0.0187

Table 5: Pearson Correlations with ROUGE-1 for
Relevance-Prediction (RP) and LDC-Agreement (LDC),
where Partition size (P) =1, 2, and 4

HEAD: “headline” system
HUM: human summary

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization

branches out: proceedings of the acl-04 workshop, 74--81, Barcelona, Spain, July 2004. , Association for Computational Linguistics.

Bonnie Dorr, Christof Monz, Stacy President, Richard Schwartz, and David Zajic. A methodology for extrinsic evaluation of text summarization: does

ROUGE correlate?. In Proceedings of the ACL workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization, 31

2005.



Sequences: addressing semantically similar words

Based on this experiment, we conjecture that ROUGE
may not be a good method for measuring the useful-
ness of summaries when the summaries are not extrac-
tive. That is, if someone intentionally writes summaries
that contain different words than the story, the summaries
will also likely contain different words than a reference
summary, resulting in low ROUGE scores.

e All metrics so far only consider exact token matches.
e Penalize models that include synonyms.



Sequences: character n-gram precision (chrP)

[',,(s) character n-gram multiset in s

Maja Popovi¢. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation,
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.



Sequences: character n-gram recall (chrR)

[',(s) character n-gram multiset in s

Maja Popovi¢. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation,
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.



Sequences: character n-gram F-score (chrF)

3 pe (v, 9, k) X pr(y, 9, k)
yvyakaﬁ — ]- o 52 ~ ~
g ) = )/32 x pp(y,y, k) + ur(y, 9, k)

Maja Popovi¢. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 35
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.



Sequences: character n-gram F-score (chrF)

year WORDF | CHRF | CHRF3 || BLEU | TER | METEOR
2014 (r) | 0.810 | 0.805 | 0.857 | 0.845 | 0.814 | 0.822
2013 (p) | 0.874 | 0.873 / 0.835 | 0.791 | 0.876
2012 (p) | 0.659 | 0.696 / 0.671 | 0.682 | 0.690

Table 2: Average system-level correlations on WMT14 (Pearson’s ), WMT13 and WMT12 data (Spear-
man’s p) for word 4-gram F1 score, character 6-gram F1 score and character 6-gram F3 score together
with the three mostly used metrics BLEU, TER and METEOR.

Maja Popovi¢. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation,
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.



Sequences: character n-gram F-score (chrF)

e advantages

o relaxes exact match and captures (some) morphological similarity
e disadvantages

o does not capture similarity when there is no character overlap
® Uuses

o machine translation
o summarization

Maja Popovi¢. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation,
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.



Sequences: toward semantic similarity

e can we leverage advances in NLP to address lack of
non-lexical similarity in metrics?

e assume we have access to a model that provides word
similarity.

38



Sequences: Bert-based similarity

Contextual Pairwise Cosine
Embedding Similarity
Reference T the {2%2=}0.597 0.428 0.408
the Weathel" iS ' ' weather 10.462 0.3930.515]0.326
D
cold today g is {0EE R 0.441 0.441
eg cold 10.479 0.454[Wi1H0.343
. A m
Candidate h today {0-347 0.361 0.307 [ue
it is freezing today e O
&
&
Candidate

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. Weinberger, and Yoav Artzi. Bertscore: evaluating text generation with bert. In International
conference on learning representations, 2020.
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Sequences: Bert-based precision and recall

pp(y, ) = 7l - Zmaxqb 2

pr (Y, §) —%Zmaxqﬁ b

Yi €Y

¢; Bert embedding of y;

in practice...
e can combine P and R into
F-measure
e weigh terms by discrimination
power (idf)

Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. Weinberger, and Yoav Artzi. Bertscore: evaluating text generation with bert. In International conference on

g representations, 2020.
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Sequences: Bert-based recall

Metric en<>cs en<>de eneret en<>fi en<>ru ene>tr en<>zh
(5/5) (16/16) (14/14) (9/12) (8/9) (5/8) (14/14)

BLEU .970/.995 .971/.981 .986/.975 .973/.962 .979/.983 .657/.826 .978/.947
ITER 975/915  .990/.984 .975/.981 .996/.973 .937/.975 .861/.865 .980/ -
RUSE 981/ — 997/ - 990/ - 991/ - 988/ -  .853/ - 981/ -
YiSi-1 .950/.987 .992/.985 .979/.979 .973/940 .991/.992 .958/.976 .951/.963
Pggrr .980/.994 .998/.988 .990/.981 .995/957 .982/.990 .791/.935 .981/.954
Rgerr 998/.997 .997/.990 .986/.980 .997/.980 .995/.989 .054/.879 .990/.976
Fyerr 990/.997  .999/.989 .990/.982 .998/.972 .990/.990 .499/.908 .988/.967
Fgerr (idf)  .985/.995  .999/.990 .992/.981 .992/.972 .991/.991 .826/.941 .989/.973

Table 1: Absolute Pearson correlations with system-level human judgments on WMT18. For each
language pair, the left number is the to-English correlation, and the right is the from-English. We
bold correlations of metrics not significantly outperformed by any other metric under Williams Test
for that language pair and direction. The numbers in parenthesis are the number of systems used for
each language pair and direction.

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. Weinberger, and Yoav Artzi. Bertscore: evaluating text generation with bert. In International
conference on learning representations, 2020.



Sequences: BERTScore

e advantages
o relaxes exact match

o incorporates semantic similarity

e disadvantages

o dependent on embedding model

® UuUses
o machine translation

o image captioning systems

¢; Bert embedding of y;

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. Weinberger, and Yoav Artzi. Bertscore: evaluating text generation with bert. In International 42

conference on learning representations, 2020.



metrics are models of...
o ...unobserved constructs
o ...human preferences

none of the metrics we have studied so far directly model these things
given a collection of human judgments,

{{z,y,9,11")}

can we directly model constructs or preferences?

43



Sequences: COMET

ILL*

[ mwse |

‘ Feed-Forward ’

‘ Embeddings Concatenation \ . .
% X regress against the rating
[ Pooling Layer ]

-

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. In Proceedings of the 2020 conference on empiggal
methods in natural language processing (emnlp), 2685--2702, Online, November 2020. , Association for Computational Linguistics.



Sequences: COMET

Dy

| Triplet Margin Loss |
A

l Sentence Embeddings }
0 A A
Pooling Layer learn to rgnk better
H * hypothesis

=->

gl <ZC, y> gQ

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. In Proceedings of the 2020 conference on empiggal
methods in natural language processing (emnlp), 2685--2702, Online, November 2020. , Association for Computational Linguistics.



Sequences: COMET

Table 1: Kendall’s Tau (7) correlations on language pairs with English as source for the WMT19 Metrics DARR
corpus. For BERTSCORE we report results with the default encoder model for a complete comparison, but also
with XLM-RoBERTa (base) for fairness with our models. The values reported for YiSi-1 are taken directly from

the shared task paper (Ma et al., 2019).

Metric en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh
BLEU 0.364 0248 0395 0463 0363 0.333 0469 0.235
CHRF 0444 0321 0518 0.548 0.510 0438 0548 0.241
YiSi-1 0475 0351 0.537 0551 0546 0470 0.585 0.355
BERTSCORE (default) 0.500 0.363 0.527 0.568 0.540 0.464 0.585 0.356
BERTSCORE (xImr-base) 0.503 0.369 0.553 0.584 0.536 0.514 0.599 0.317
directly model COMET-HTER 0.524 0.383 0.560 0.552 0.508 0.577 0.539 0.380
h”m:v’;rr":‘:“gs COMET-MQM 0.537 0398 0.567 0.564 0534 0574 0.615 0.378
COMET-RANK 0.603 0427 0.664 0.611 0.693 0.665 0.580 0.449

modeling human
preferences tends
to work better

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. In Proceedings of the 2020 conference on empiggal
methods in natural language processing (emnlp), 2685--2702, Online, November 2020. , Association for Computational Linguistics.



Sequences: COMET

>k %k
e advantages (115 p3)
o relaxes exact match

| Triplet Margin Loss |

o incorporates semantic similarity 3
o directly modeling human | Sentence Embeddings
e disadvantages ( e .

A
1

-

o dependent on embedding model
o task-specific

® Uuses
o machine translation : : :
o direct modeling applicable to other tasks 3}1 <$, y) g2

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. In Proceedings of the 2020 conference on empiggal
methods in natural language processing (emnlp), 2685--2702, Online, November 2020. , Association for Computational Linguistics.



Sequences: constructs

Criterion Paraphrase Count
13 H L] usefulness for task/information need 39
e so far, we have focused on “quality grammatiality %
quality of outputs 35
H understandability 30
® S e q U e n Ce S h ave a d Ive rS e Set Of correctness of outputs relative to input (content) 29
goodness of outputs relative to input (content) 27
. lari

propertles we Can measure nenay "
. . goodness of outputs in their own right 14
e need to be precise in what we are readabilt 14
ormation content of outputs 14

. . . . . goodness of outputs in their own right
measuring, in designing a metric (both form and conten) 13
referent resolvability 11
. wgw . usefulness (nonspecific) 11
and eliciting human ratings appropriateness (conten) 10
naturalness 10
user satisfaction 10
wellorderedness 10
correctness of outputs in their own right (form) 9

correctness of outputs relative to external
frame of reference (content)

ease of communication

humanlikeness

appropriateness

understandability

nonredundancy (content)

goodness of outputs relative to system use

appropriateness (both form and content)

NN o

David M. Howcroft et al.. Twenty years of confusion in human evaluation: NLG needs evaluation sheets and standardised definitions. In Proceedings of 48
the 13th international conference on natural language generation, 169--182, Dublin, Ireland, December 2020.



questions?
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Ranking

e in many language tasks, users are presented with a list of predictions, not just

one,
o search: list of documents
o question answering: list of answers
o autocomplete: list of suggestions

e an LLM can either select the items in the list from a catalog (e.g., search) or
generate the items (e.g., QA, autocomplete).
e formally,

m system ranking

YT relevant answer set
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Ranking

browsing




Ranking: expected search length

user model: in-order traversal of a

ranked list, collecting up to k items. ESL(yWL7 m, k) = min-k;cy+7(7)

metric: number of nonrelevant
documents skipped before reaching k
relevant items.

uses: interpretable metric but not used
often

William S. Cooper. Expected search length,. American Documentation, 19(1):30-41, 1968.

min-k kth smallest value

7(¢) rank position of item i
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Ranking: reciprocal rank

user model: in-order traversal of a ranked
list, satisfied by one item.

metric: inverse of the number of documents
skipped before reaching the relevant item.

uses: one relevant answer; impatient user

E. Voorhees and D. Tice. The trec-8 question answering track evaluation. TREC, 1999.

RR(Y™, )

B 1

~ ESL(Y+,m, 1)
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Ranking: R-precision

user model: in-order traversal of a
ranked list, collecting all relevant
items.

RPrec(Y",7) = Prec(Y™, m1.x+)

metric: precision when recall is 1.

uses: multiple relevant answers; user
interested in many answers; more
patient
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Ranking: average precision

user model: in-order traversal of a
ranked list, collecting all relevant items.

metric: precision averaged over all recall
levels.

uses: multiple relevant answers; user
interested in many answers; more patient;
average quality across all recall
requirements.

AP(Y*,m) =

1
v &

=1

Prec(Y ", m1.7())

ESL(Y+,m,7)
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Ranking: average precision

300 —_ _ _
: g 107 —_
250 —_ 5
2
8 8 —_
5200 - 2
§ Pl — —
2150 3
E €
= — g 4
100 &
| I | I 13
50 ] s 27
0 - T T T T T 0 T T T T
55% 65% 75% 85% 95% 55% 65% 75% 85% 95%
MAP MAP
Figure 3: Time taken to find the first relevant doc- Figure 7: Number of relevant documents found by
ument versus the mean average precision of the sys- users within five minutes for systems with differing
tem used. MAP.

Andrew Turpin and Falk Scholer. User performance versus precision measures for simple search tasks. In Proceedings of the 29th annual
international acm sigir conference on research and development in information retrieval, SIGIR '06, 11--18, New York, NY, USA, 2006. , Association
for Computing Machinery. 56



Ranking: normalized discounted cumulative gain

user model: in-order traversal of a
ranked list, collecting all relevant items.

_+_
| o D7) = 5 3 o)
metric: accumulated position-discounted
utility—proportional to rating—over

traversal g(i) rating of document i

Z DCG of ideal ranking
uses: web search.

57
Kalervo Jarvelin and Jaana Kekalainen. Cumulated gain-based evaluation of ir techniques. TOIS, 20(4):422--446, 2002.



Ranking: normalized discounted cumulative gain

Users nDCG MRR

Agree 160 65% 159 67%

Rnk eql 21 9% 21 9%

Disgree 66 27% 57 24%
247 237

lab experiments

Table 5: Comparison of Pearson Correlations / Concordance
between Satisfaction and Offline Metrics (* indicates t-test
statistical significance at p < 0.01 level)

Pearson Correlation | Concordance
CG 0.354* 45.8%
DCG@3 0.356* 61.6%"
DCG@5 0.411* 65.7%"
DCG@10 0.421° 65.3%"
AP 0.396* 60.2%*

online experiments

Table 1: Correlation between IR metrics and inter-
leaving experiments.

Inter’l Scoring IR Metric | Correlation p-value
NDCG@5 0.882 0.048

Per impression MAP@10 0.689 0.198
pPa@s 0.662 0.223
NDCG@5 0.910 0.032

Per query MAP@10 0.776 0.122
P@j5 0.733 0.159

Mark Sanderson, Monica Lestari Paramita, Paul Clough, and Evangelos Kanoulas. Do user preferences and evaluation measures line up?. SIGIR.

2010.

Ye Chen, Ke Zhou, Yiqun Liu, Min Zhang, and Shaoping Ma. Meta-evaluation of online and offline web search evaluation metrics. SIGIR 2017. 58
Filip Radlinski and Nick Craswell. Comparing the sensitivity of information retrieval metrics. SIGIR 2010.




Why just one metric?

e LLMs can support multiple tasks
o  MT, summarization, search, dialog

e Even within a specific task, there are multiple subtasks
o information-seeking, known-item

e Production systems include multidimensional scorecards of metrics
o number of visitors, clicks, clickthrough rate, subscriptions, etc.
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Multiple metrics:

GLUE

Corpus |Train| |Test| Task Metrics Domain
Single-Sentence Tasks
CoLA 8.5k 1k  acceptability Matthews corr. misc.
SST-2 67k 1.8k  sentiment acc. movie reviews
Similarity and Paraphrase Tasks
MRPC 3.7k 1.7k paraphrase acc./F1 news
STS-B Tk 1.4k  sentence similarity  Pearson/Spearman corr. misc.
QQP 364k 391k paraphrase acc./F1 social QA questions
Inference Tasks
MNLI 393k 20k NLI matched acc./mismatched acc.  misc.
QNLI 105k 5.4k QA/NLI acc. Wikipedia
RTE 2.5k 3k NLI acc. news, Wikipedia
WNLI 634 146  coreference/NLI acc. fiction books

Table 1: Task descriptions and statistics. All tasks are single sentence or sentence pair classification,
except STS-B, which is a regression task. MNLI has three classes; all other classification tasks have
two. Test sets shown in bold use labels that have never been made public in any form.

Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, and Samuel Bowman. GLUE: a multi-task benchmark and analysis
platform for natural language understanding. In Proceedings of the 2018 EMNLP workshop BlackboxNLP: analyzing and interpreting
neural networks for NLP, 353--355, Brussels, Belgium, November 2018. , Association for Computational Linguistics.
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Multiple metrics: GLUE

Single Sentence Similarity and Paraphrase Natural Language Inference
Model Avg JICoLA SST-2 MRPC QQr STS-B MNLI QNLI RTE WNLI
Single-Task Training
BIiLSTM 63.9 15.7 859 69.3/794 81.7/61.4 66.0/62.8 70.3/70.8 757 52.8 65.1
+ELMo 664 | 35.0 90.2 69.0/80.8 85.7/65.6 64.0/60.2 72.9/73.4 717 50.1 65.1
+CoVe 64.0 14.5 88.5 73.4/81.4 83.3/59.4 67.2/64.1 64.5/64.8 754 535 65.1
+Attn 63.9 15.7 859 68.5/80.3 83.5/62.9 59.3/55.8 74.2/73.8 712 519 65.1
+Attn, ELMoJ 66.5 | 35.0 90.2 68.8/80.2 86.5/66.1 55.5/52.5 76.9/76.7 76.7 504 65.1
+Attn, CoVe § 63.2 14.5 88.5 68.6/79.7 84.1/60.1 57.2/53.6 71.6/71.5 745 52.7 65.1
Multi-Task Training
BiLSTM 64.2 11.6 82.8 743/81.8 84.2/62.5 70.3/67.8 65.4/66.1 746 574 65.1
+ELMo 67.7 32.1 89.3 78.0/84.7 82.6/61.1 67.2/67.9 70.3/67.8 755 574 65.1
+CoVe 62.9 18.5 81.9 71.5/78.7 84.9/60.6 64.4/62.7 65.4/65.7 70.8 52.7 65.1
+Attn 65.6 18.6 83.0 76.2/839 82.4/60.1 72.8/70.5 67.6/68.3 743 584 65.1
+Attn, ELMo§ 70.0 | 33.6 904 78.0/844 84.3/63.1 74.2/72.3 74.1/745 798 58.9  65.1
+Attn, CoVe § 63.1 83 80.7 71.8/80.0 83.4/60.5 69.8/68.4 68.1/68.6 729 56.0 65.1
Pre-Trained Sentence Representation Models
CBoW 58.9 0.0 80.0 73.4/81.5 79.1/51.4 61.2/58.7 56.0/56.4  72.1 54.1 65.1
Skip-Thought § 61.3 0.0 81.8 71.7/80.8 82.2/56.4 71.8/69.7 62.9/62.8 729 53.1 65.1
InferSent 63.9 4.5 85.1 74.1/81.2 81.7/59.1 75.9/75.3 66.1/65.7 727 58.0 65.1
DisSent 62.0 49 83.7 74.1/81.7 82.6/59.5 66.1/64.8 58.7/59.1 739 564 65.1
GenSen 66.2 11 83.1 76.6/83.0 82.9/59.8 79.3/79.2 71.4/71.3 78.6 59.2  65.1
—

Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, and Samuel Bowman. GLUE: a multi-task benchmark and analysis
platform for natural language understanding. In Proceedings of the 2018 EMNLP workshop BlackboxNLP: analyzing and interpreting
neural networks for NLP, 353--355, Brussels, Belgium, November 2018. , Association for Computational Linguistics.
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Multiple metrics: GLUE

Benchmarks such as GLUE have helped drive
advances in NLP by incentivizing the creation
of more accurate models. While this leader-
board paradigm has been remarkably success-
ful, a historical focus on performance-based
evaluation has been at the expense of other
qualities that the NLP community values in
models, such as compactness, fairness, and en-
ergy efficiency.

Kawin Ethayarajh and Dan Jurafsky. Utility is in the eye of the user: a critique of NLP leaderboards. In Proceedings of the 2020
conference on empirical methods in natural language processing (emnlp), 4846--4853, Online, November 2020. , Association for
Computational Linguistics.



Multiple metrics: GEM

Sebastian Gehrmann, et al.. The GEM benchmark: natural language generation, its evaluation and metrics. In Proceedings of the 1st
workshop on natural language generation, evaluation, and metrics (gem 2021), 96--120, Online, August 2021., Association for

Computational Linguistics.

Dataset C icative Goal Languag Size  Input Type
CommonGEN Produce alikely sentence which mentions
(Lin et al., 2020) all of the source concepts. en 67k Concept Set
Czech Restaurant Produce a text expressing the given intent s sk Meaning
(Dusek and Jur&icek, 2019)  and covering the specified attributes. Representation
DART Describe cells in a table, covering all in- .
(Radev et al., 2020) formation provided in triples. en 82k Triple Set
?I\%fv(i:ll(?)avl; etal,, 2017) Describe a restaurant, given all and only en 4k Meaning
(Dusek et al., 2019) the attributes specified on the input. Representation
MLSum Summarize relevant points within a news . * .
(Scialom et al., 2020) article defes 8520k Asticles
Schema-Guided Dialog Provide the surface realization for a vir- * .
(Rastogi et al., 2020) tual assistant en 165k Dialog Act

Produce an English sentence that de- S,
ToTTo . ior s . Highlighted
(Parikh et al., 2020) scribes t.he highlighted cells in the context en 136k Table

of the given table.
XSum A - . * .
(Narayan et al., 2018) Highlight relevant points in a news article en 25k Articles
WebNLG Produce a text that verbalises the input .
(Gardent et al., 2017) triples in a grammatical and natural way. en/ru S0k RDF triple
\JYﬂdAu:o;» ';'1(1)1'2k0/ASSET Communicate the same information as
E);:negt :l a 201 6) ) the source sentence using simpler words en 594k Sentence
(Alva-Manchego et al,, 2020) 214 grammar:

*ar/cs/de/en
WikiLingua Produce high quality summaries of an es/fr/hi/id/it *550k Article
(Ladhak et al., 2020) instructional article. Jja/ko/nl/pt/ru
th/tr/vi/zh
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Multiple metrics: GEM

Varying
experimental
setups

Evaluation on
“solved” data

Improving
Data Improving
Models

Consistent
Human

S Non-repeatable

human evaluation

Evaluation with ¢
gameable metrics

Sebastian Gehrmann, et al.. The GEM benchmark: natural language generation, its evaluation and metrics. In Proceedings of the 1st
workshop on natural language generation, evaluation, and metrics (gem 2021), 96--120, Online, August 2021., Association for
Computational Linguistics.



Beyond metrics?

e Need to understand the precarity of metrics
incompatibility

nonstationarity

dependence on engineering pipelines

variation across subtasks

social life of metrics

e Automatic metrics should be complemented with other traditions

o qualitative evaluation
o understanding of social context of technology

o O O O O

Fernando Diaz and Michael Madaio. Scaling laws do not scale. 2023
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Summary

e Many, many ways to automatically evaluate performance, each with its own

advantages and disadvantages.
o “All models are wrong but some are useful.”

e Important to understand how to interrogate metrics, compare them, and

iterate on them.
e Community moving away from a single number to optimize toward a more

nuanced understanding of its technology.
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Quiz question

In a sentence or two, explain any advantages of metrics based on lexical matching
compared to those that use pretrained models.
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