
Human Evaluation (and 
Annotation)
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Announcements

• Template is up for the project proposal
• If you didn’t get OpenAI credit it is because you gave an invalid email. 

Please fill out the new survey on Canvas.
• AWS credit has been requested. 12 students submitted invalid AWS 

account IDs.
• Homework 2 will be on training your own model from scratch.







What are we evaluating?
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LM

We evaluate to build an understanding of am LM’s underlying capabilities
• Is the LM biased?
• Does it have vulnerabilities?
• What is it good/bad at?
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What are we evaluating?
We evaluate to compare two different LMs.
• Is a new model better than older baselines?
• How do different decisions made at train-time influence 

a model’s strengths and weaknesses?
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Other LM
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LM



What are we evaluating?

NLG System: includes prompt, decoding strategy, 
postprocessing (e.g. ranking/filtering generations)

In practice, we rarely do human evaluation on language models without considering them in the 
framework of a larger natural language generation system.

Evaluating such a system along specific dimensions of interest is called intrinsic evaluation.

🤔

: )

𝑃(𝑥!|𝑥":!$")

LM



What are we evaluating?
Sometimes our goal is to evaluate the underlying LM.
• Ex: Can an NLG system do automatic summarization, machine translation, story writing, etc.?
Sometimes our goal is to evaluate non-LM parameters of the NLG system.
• Ex: How does decoding strategy impact generation performance?

🤔
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LM

NLG System: includes prompt, decoding strategy, 
postprocessing (e.g. ranking/filtering generations)



NLG System

What are we evaluating?
Similarly, when we are trying to compare two LLMs, we typically do this within the framework of the larger 
NLG system.
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Other LM

NLG System: includes prompt, decoding strategy, 
postprocessing (e.g. ranking/filtering generations)



NLG System

What are we evaluating?

Application / User Interface: includes layout, 
buttons, user control, etc.
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LM

We evaluate an end-to-end application which uses LLMs as a component.
This is sometimes called extrinsic evaluation.
• Does an LLM-backed story writing assistant help writers to craft better stories?
• Do players enjoy interacting with LLM-created text adventure games?
• Do generated summaries of medical records help doctors create better patient outcomes?



Why automatic evaluation?

• Human evaluation is expensive
• Time: recruiting, training, rating
• Cost: money to raters

• Human evaluation often does not 
scale
• New systems need a new evaluation
• Side-by-side comparisons require O(n2) 

comparisons for n systems 

• Automatic metrics often don’t 
correlate very well with human 
preference.
• Automatic eval is challenging for 

domains with many right answers.
• Human eval can enable qualitative 

analysis.
• Human annotations are needed to

build many automatic eval 
benchmarks.

Why human evaluation?



Human Evaluation vs. Human Annotation

1. Does the text generated by an LM exhibit the behaviours we want it to?
2. Can we show that one model / NLG system is better than another?
3. Does an LLM create utility when used as a component in a larger 

application?

Reasons to do Human Annotation
1. Constructing and auditing automatic benchmarks
2. Creating training data for improving LLMs



Reasons to do Human Evaluation

1. Does the text generated by an LM exhibit the behaviours we want it to?
2. Can we show that one model / NLG system is better than another?
3. Does an LLM create utility when used as a component in a larger 

application?



Does the text generated by an LM 
exhibit the behaviours we want it to?



Collecting Feedback on Individual Examples

Show humans a passage of text and ask them to answer questions 
about it.
• Question types:
• Binary yes/no questions
• Likert scale: unidimensional scale, often between 1-5 or 1-7
• Open-ended feedback



Binary yes-no questions

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.

https://arxiv.org/abs/2201.08239


Likert scale

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.

https://arxiv.org/abs/2201.08239


Take a couple minutes to discuss:

What are some challenges/limitations with evaluating individual 
examples?



What are some challenges/limitations with 
evaluating individual examples?



What are some challenges with evaluating 
individual examples?
• Order bias
• The order questions are asked in can influence outcomes.
• The order examples are shown can influence outcomes.

• Scale calibration differences
• One annotator might just be a more positive person than another.

• Not always clear what questions to ask
• If two questions give extremely correlated responses, it was probably not 

worth asking both.

• Inter-annotator agreement may be low, especially for subjective
questions.



Correlated Questions
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Task: assess generated dialog utterance on its fluency, adequacy in 
responding to the previous conversational context, and 
interestingness.

Annotations for fluency and adequacy look very similar.



The Perils of Using Mechanical Turk to 
Evaluate Open-Ended Text Generation

“The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation.” Karpinska et al. 2021.

Task: assess short storu on its 
grammaticality, coherence, 
relevance to the prompt, and 
likeability

Meanstd: Mean and standard 
deviation of annotations on 1 to 5 
Likert scale

IAA: Inter annotator agreement
(Krippendorff’s α)

https://aclanthology.org/2021.emnlp-main.97/


The Perils of Using Mechanical Turk to 
Evaluate Open-Ended Text Generation

“The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation.” Karpinska et al. 2021.

Task: story generation

Meanstd: Mean and standard 
deviation of annotations on 1 to 5 
Likert scale

IAA: Inter annotator agreement
(Krippendorff’s α)

Ref.: The reference human-written 
stories.

Average assessment differs depending on when the task was run.

https://aclanthology.org/2021.emnlp-main.97/


The Perils of Using Mechanical Turk to 
Evaluate Open-Ended Text Generation

“The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation.” Karpinska et al. 2021.

Task: story generation

Meanstd: Mean and standard 
deviation of annotations on 1 to 5 
Likert scale

IAA: Inter annotator agreement
(Krippendorff’s α)

Ref.: The reference human-written 
stories.

Day 1 had much higher inter-annotator agreement than Day 2.

https://aclanthology.org/2021.emnlp-main.97/


The Perils of Using Mechanical Turk to 
Evaluate Open-Ended Text Generation

“The Perils of Using Mechanical Turk to Evaluate Open-Ended Text Generation.” Karpinska et al. 2021.

Task: story generation

Meanstd: Mean and standard 
deviation of annotations on 1 to 5 
Likert scale

IAA: Inter annotator agreement
(Krippendorff’s α)

Ref.: The reference human-written 
stories.

Teachers give much lower scores to GPT-2 generated content than AMT workers.

https://aclanthology.org/2021.emnlp-main.97/


When does collecting assessments of 
individual examples work well?
• When the task has a relatively unambiguous correct answer
• “Is this a good translation?”
• “Does the generated summary contain only facts from the source 

document?”
• “Is the generation grammatical?”

• When you use enough annotators to have redundancy.
• This allows you to compute inter-annotator agreement.



Can we convince ourselves one language model 
/ NLG system is better than another?



Can we convince ourselves one language model / 
NLG system is better than another?

• You can use Likert scale-style questions for this, but it is very hard to 
get statistically significant results.
• Scale calibration is a huge challenge.



Show annotators multiple examples in the same UI

“Trading off Diversity and Quality in Natural Language Generation.” Zhang et al. 2020.

https://arxiv.org/abs/2004.10450


Ask annotators to compare two different systems

M Sanderson, M Paramita, P Clough, E Kanoulas. Do user preferences and evaluation measures line up? SIGIR 2010.



How do we turn pair-wise comparisons into a 
ranking?
• Tournament-style
• Randomly seed “matches” between pairs of systems.
• The winners play each other.
• Inspired by sports tournaments.

• Elo rating system
• Each system has a rating value
• When two systems play against each other, the loser gives some of its rating 

to the winner.
• The bigger the difference in initial rating, the more the loser takes from the 

winner.
• Inspired by chess ranking system.



What are some challenges with using ranking 
approaches?
• We don’t acquire any intuition on why system A is better than system B.
• Studied can be expensive to run if there are many systems we want to compare 

against each other.
• We don’t have an absolute score for each system, only a relative one.
• If we want to evaluate a new system, this cannot be done in isolation; we have to

choose existing systems to evaluate it against.



Does an LLM create utility when 
used as a component in a larger 

application?



Ideally, we would evaluate in as close to real-world 
usage as possible.



Ideally, we would evaluate in as close to real-world 
usage as possible.

Note summary and clinical
decision are either LM-generated 
or psychiatrist-written.

Participating psychiatrists rated 
each report’s usefulness, accuracy, 
and whether they agreed with the 
clinical decision.

“Out with AI, in with the psychiatrist: a preference for human-derived clinical decision support in depression care.” Maslej et al. 2023.

https://www.nature.com/articles/s41398-023-02509-z


Rather that evaluating pre-computed generations, 
have an evaluator interact with a live system.



Rather that evaluating pre-computed generations, 
have an evaluator interact with a live system.

Choose Your Own Adventure: Paired Suggestions in Collaborative Writing for Evaluating Story Generation Models.” Clark and Smith. 2021.



Recap: reasons to do Human Evaluation of LLMs

1. Does the text generated by an LM exhibit the behaviours we want it to?

2. Can we show that one model / NLG system is better than another?

3. Does an LLM create utility when used as a component in a larger application?

Building evaluation to answer (3) can also yield insights for (1) and (2)



Consider a chatbot web app.

What kind of information could the app collect to understand the strengths and weaknesses of the underlying 
language model?

How could it be used to compare two different models?



Take a couple minutes to discuss:

Consider a chatbot web app (like ChatGPT or Bard).

What kind of information could the app collect to understand the 
strengths and weaknesses of the underlying language model?



Consider a chatbot web app (like ChatGPT or Bard). What kind of information could the app 
collect to understand the strengths and weaknesses of the underlying language model?



thumbs  up   thumbs down   rewrite generation                                                  report legal concern

How many conversational turns before 
the user resets the conversation?

Are the user’s messages positive
sentiment or negative sentiment?

How many edits does user need to 
make on generated text before it’s 
acceptable?

Survey asking about user satisfaction



Qualitative vs. Quantitative Evaluation

Quantitative:
• Any attribute you can measure

Qualitative:
• Surveys and questionnaires
• Interviews
• Observation



What are some challenges with holistic 
evaluation?
• Tradeoff:
• Evaluation is easier when the evaluator is assigned a specific, constrained 

goal.
• The more open-ended the task, the harder it is to do quantitative evaluation.

• Annotations from experts can be expensive and time-consuming to 
collect.
• Implementing a user interface with a live model under the hood can 

be tricky.



Human Annotation



Evaluation vs. Annotation

Evaluation:
measure performance of existing systems

Annotation: 
construct and audit benchmarks for automatic eval
create training data for improving LLMs (e.g. RLHF)



All the same difficulties with doing reliable 
human evaluation also apply for getting 
reliable human annotations for dataset 
construction and auditing.



Auditing CoPA

• Choice of Plausible Alternatives (this is the dataset you’ve used in hw1)
• Dataset creators (i.e., experts) selected a list of 1,000 diverse, but 

realistic question topics, then formulated examples for each.
• To validate the dataset quality:
• 10 annotators (English speaking adults not affiliated with the project) were 

asked to read 200 examples each, resulting in two annotations per example.
• Any example answered differently than what was intended by the dataset 

creators was discarded.

“Choice of Plausible Alternatives: An Evaluation of Commonsense Causal Reasoning .” Roemmele et al. 2011.

https://cdn.aaai.org/ocs/2418/2418-10878-1-PB.pdf


Creating a Human Baseline for BIG-bench
• BIG-bench is a crowd-sourced benchmark containing 100s of automatic 

evaluation tasks.
• Anyone could propose a benchmark dataset, but proposals were peer reviewed.

• How do we know how hard each task is?
• Human annotators (employed by Google) were paid to complete each task.

“Beyond the Imitation Game: Quantifying and extrapolating the capabilities of language models.” 2022.

https://arxiv.org/abs/2206.04615


Building a public dataset for RLHF

• Crowdworkers write a chat message to the LM, asking it to perform a task, 
answer a question, or discuss any topic of interest.
• Other crowdworkers are shown two responses, and are asked to choose the more 

helpful and honest response.
• Crowdworkers:

• 80% annotations from US-based Amazon Mechanical Turk workers
• 20% annotations from from Upwork, a website that lets “higher-quality” annotators be paid 

by the hour.

“Training a Helpful and Harmless Assistant with Reinforcement Learning from Human Feedback.” Anthropic. 2022.

https://arxiv.org/abs/2204.05862


Red-teaming

• Humans act as adversaries, searching 
for ways to make an NLG system 
behave in a harmful way.
• Examples of harm:

• Hate speech
• Discrimination
• Instructions or encouragement to violence
• Private/sensitive information

• We will cover red-teaming more in a 
future lecture.

“Red Teaming Language Models with Language Models.” Perez et al. 2022. 

https://aclanthology.org/2022.emnlp-main.225.pdf


Guidelines for Reporting on Human 
Evaluation



What you should (at minimum) report when doing human evaluation.

Who are the participants?

1. What type of participants were recruited?

2. How many total participants were there?

3. What kind of relative expertise did participants have?

4. Were participants native speakers of the language 
being evaluated?

5. How were participants paid (or otherwise 
incentivized)?

How were the participants prepared?

1. Were participants given instructions or shown worked 
examples?

2. Did participants complete practice tasks prior to the 
main experimental tasks?

3. Were participants required to pass a qualification 
exam?

How was the task constructed?

1. Which dataset was used, and how were examples subsampled 
from it?

2. Which LM was used for generation?

3. What language are the examples?

4. What did the user interface look like?

What do the annotations look like?

1. How many items were annotated in total?

2. How many items were annotated per participant?

3. How many annotations needed to be rejected, and for what 
reasons?

4. What was inter-annotator agreement?

“Non-Repeatable Experiments and Non-Reproducible Results: The Reproducibility Crisis in Human Evaluation in NLP.” Belz et al. 2023.

https://aclanthology.org/2023.findings-acl.226/


Quiz Question

Compare and contrast the benefits of doing extrinsic vs. intrinsic 
human evaluation.


