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x Class 1 (January 14, 2025)

Causality and Machine Learning
(80-816/5106)

Course time & location: Tuesdays & Thursdays 12:30 — 1:50PM, TEP 1308
https://www.andrew.cmu.edu/course/80-516/

Instructor:

Kun Zhang (kunzl(@cmu.edu)
Z.0oom link: https://cmu.zoom.us/]/8214572323)
Ofthce Hours: W 3:00—4:00PM (on Zoom or 1n person); other times by

appointment
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/,\ & Causality and Machine Learning
. A (80-816/516)

Classes 1 & 2 (Jan 14 & 16, 2025)

Introduction to Gausality:

Why, What, and How?

Instructor:

Kun Zhang (kunzl(@cmu.edu)
Z.oom link: https://cmu.zoom.us/]/8214572323)
Ofthce Hours: W 3:00—4:00PM (on Zoom or 1n person); other times by

appointment
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https://cmu.zoom.us/j/8214572323

Grading Policy

® (rading
® Participation: 5%; 1n-class discussion: 10%

e (Critique me and each other, please (also, feel free to suggest
papers to discuss)

® 4 homework assignments questions (available on Canvas): 40%

® Project/essay proposal for each individual or team of two students
(due on 03/14, 11:59 pm): 10%

® Project report/essay (due on 05/02, 11:59 pm): 35%
® Decide on the topic by 02/28

® We grade undergraduate students on a curve entirely separately from
graduate students



amazoncom Recommended for You

Amazon.com has new recommendations for you based on items you purchased or
told us you own.

¥ INSIDE! K INSIDE! OK INSIDE!
4 .
Google Apps SQpE A
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Google Apps Google Apps Googlepedia: The
Deciphered: Compute in Administrator Guide: A Ultimate Google
the Cloud to Streamline Private-Label Web Resource (3rd Edition)

Your Desktop Workspace



Google Headquarter
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24 Kilometer

By Geospatial World (https://youtu.be/X-30q_82XNA?si=DuW7WRheBetK-OsK)



https://www.youtube.com/@geospatialmedia
https://youtu.be/X-3Oq_82XNA?si=DuW7WRheBetK-OsK

(Automated) Scientific Discovery: A Story

very different mortality rates

® Semmelwels discovered the only major difterence
was the individuals who worked there

o Hy]yoﬂwgig; Unknown ‘“cadaverous material’ https: //amoI lulkarni, com/pro]ect/semmelwels/
caused puerperal fever

. X . Ignaz Semmelweis
® Proposed wtervention: washing hands

® (onflicted with the established scientific and
medical opinions of the time

® Rejected by the medical community until years
after his death, when Louis Pasteur confirmed the

germ thCOI‘Y Semmelweis, aged 42 in 1860, photograph by

Borsos and Doctor



Causality vs. Dependence

® (ausality =» dependence ! Dependence =¥ causality

X 1s a cause of Y 1ff
Jx, # x, P(Y|do X=x,) # P(Y|do X=x,)

X and Y are associated 1iff

Ix, # x, P(Y|X=x,) # P(Y|X=x,)



http://imgs.xkcd.com/comics/correlation.png

Classic Ways to

. ® Whatit X and Y are dependent?
Find Gausal
® What if you change X and see Y

InformatiOIl (11d also changes?
C A €> ¢ A manipulation/

intervention directly changes
only the target variable X

¢

7/

Bt |1

* Definition of “interventions”




Course Objectives

As an outcome of this course, participants are expected to

Understand how causality 1s different from association and why it 1s
useful

Get familiar with graphical models, causality-related concepts and
principles, and emerging approaches to causal discovery or causal
representation learning from observational data

Be acquainted with the state-of-the-art of causality research in different
disciplines

Be able to develop suitable methods for causal representation learning or
causal discovery to address problems 1n specific domains

Properly leverage causality in understanding and solving advanced
machine learning and artificial intelligence problems

Identify and formulate causal problems in your respective fields, and be
able to find potential solutions



Representing CGausal Relations with

Directed Graphs

® A directed graph represents a causally suthicient causal

structure
s \‘
Smoking > Cancer

(adapted from “Causation, Prediction, and Search” by SGS, 1995)

® Directed edge from A to B means 4 1s a direct cause of
B relative to the given variable set V'



Course Objectives

As an outcome of this course, participants are expected to

Be acquainted with the state-of-the-art of causality research in different

disciplines

Be able to develop suitable methods for causal representation learning or
causal discovery to address problems 1n specific domains

Properly leverage causality in understanding and solving advanced
machine learning and artificial intelligence problems

[dentify and formulate causal problems 1n your respective fields, and be
able to find potential solutions



Outline of Class 1 & 2

® Why causality (and ML)? A broad picture

® Everyday life examples, generative Al, adaptive/
robust prediction, recommender systems, culture...



Causality vs. Association
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Causality vs. Assoclation
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Nobel Laureates per 10 Million Population

Another Example
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Find Causal Relations from
Observational Data: An Example

Thanks to collaborator Marlijn Noback

- 4 v
o 8 variables of 250 skeletons collected from 2’ &3,
different locations F



Let’s Look at Al Image Generator

® Prompt: a
peacock eating
1ce cream



By Stable Dittusion: One Year Ago

® Prompt: a
peacock eating
1ce cream




By DALL E 3: Three Months Ago

® Prompt: a
peacock eating
1ce cream

"a realistic image of a peacock eating ice cream"”

{ Designer Powered by DALL-E 3



Understanding Dependence 1n
Biology, Music, lext...

® (Genes are often dependent—are they causally related?

® (Lausal process behind music, text...



Autoregresstive (Generation 1n Music,

lext, etc.?

Detecting and Identifying Selection Structure in Sequential Data

Yujia Zheng! Zeyu Tang'! Yiwen Qiu'! Bernhard Scholkopf? Kun Zhang'?

Abstract

We argue that the selective inclusion of data points
based on latent objectives is common in practical
situations, such as music sequences. Since this
selection process often distorts statistical analysis,
previous work primarily views it as a bias to be
corrected and proposes various methods to mit-
igate its effect. However, while controlling this
bias is crucial, selection also offers an opportunity
to provide a deeper insight into the hidden gen-
eration process, as it is a fundamental mechanism
underlying what we observe. In particular, over-
looking selection in sequential data can lead to
an incomplete or overcomplicated inductive bias
in modeling, such as assuming a universal autore-
gressive structure for all dependencies. Therefore,
rather than merely viewing it as a bias, we explore
the causal structure of selection in sequential data
to delve deeper into the complete causal process.

(o) ‘' 11 1 ra |

generating process in various applications. For instance, in
composing music, composers are guided by specific artistic
goals or themes, leading them to selectively choose certain
patterns of musical combinations (as combinations of basic
elements) from their mind, thereby introducing depen-
dencies among the basic elements in the music sequences
(Schoenberg et al., 1967). These intentional but unmeasured
selections, together with the contextual information, shape
the structure of the compositions. A comprehensive under-
standing of the selection structure is essential for uncovering
the underlying causal process and making use of it.

In sequential data, the understanding of selection plays a
vital role. One essential question is whether selection leaves
unique data dependence patterns that cannot be well ex-
plained by direct causal relations or latent confounding.
Interestingly, as we will see in this paper, the answer is
yes. Consequently, overlooking selection in such data can
result in the introduction of incomplete or overcomplicated
dependence models for the data. For instance, due to the

. .
camiantinl natiira AF tha Aata nnrn nnftAaracracocixra otmiantiivra



Iranslation by GP'1-40: An Example

Apologies!

® linglish: Athens was an aggressive city-state that conquered
and subdued as much of the Greek peninsula and 1slands as
it could, and the eftort brought slaves to the city.

® Translated to: FE BtE— IR AU IR FS, SR A] GE HUAE AR A
Ak AR 7 s 21 B A '%lh'i X—5 AT R T




Unsupervised Image-to-Image Iranslation

w‘ Wrc
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A simpler example:
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Images from the winter season domain.
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Zebras T Horses Summer _ Winter

— horse




Unsupervised Image-to-Image Iranslation

D N A Y r
¥
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Im 11N

Minimize the influence of ‘Style’on Image’ ¥4'%
during translation. A

How? A minimal number of changing
components?

Images from the winter season domain.

25



Multi-domain Image Generation &
Translation with Identihiability Guarantees

® [xample: Generating female & male images with the same “content”

- Xie, Kong, Gong, Zhang, “Multi-domain image generation and translation with identifiability guarantees™, ICLR 2023
- Yan, Kong, Gui, Chi, Xing, He, Zhang, Counterfactual Generation with Identifiability Guarantee, NeurlPS 2023



Minmimal Changes + Causal Modeling tor Generation

Meta Al Stable3  FaceDiffusion ~ Ours  Corresponding to prompt:

girl with mustache,
girl with goatee,
 bald girl,

male with mustache,

male with goatee, and

bald male

- S. Xie,Y. Zheng, I. Ng, K. Zhang, Causal Compositional Image Generation with Minimal Change, under submission



For Real Image Editing

+OpenMouth  -EyeGlasses

-Goatee

Ours StyleRes
(SOTA)

StyléRés

Ours



Making Prediction in Nonstationary
Environments

o

Understanding connections between different scenarios
& modeling difterences



Foreword to the I Ching

by Carl Gustav Jung

HTML Edition by Dan Baruth

developed what we call science. Our science, however, is based upon the principle of causality, and causality is considered to be an axiomatic truth. But a great change in o causal A v [xte
of Pure Reason failed to do, is being accomplished by modern physics. The axioms of causality are being shaken to their foundations: we know now that what we term natux. :
must necessarily allow for exceptions. We have not sufficiently taken into account as yet that we need the laboratory with its incisive restrictions in order to demonstrate the invariable validity of natural law. If we leave

things to nature, we see a very different picture: every process is partially or totally interfered with by chance, so much so that under natural circumstances a course of events absolutely conforming to specific laws is
almost an exception.

mon m

The Chinese mind, as I see it at work in the 7 Ching, seems to be exclusively preoccupied with the chance aspect of events. What we call coincidence seems to be the chief concern of this peculiar mind, and what we =
worship as causality passes almost unnoticed. We must admit that there is something to be said for the immense importance of chance. An incalculable amount of human effort is directed to combating and restricting the ~
nuisance or danger represented by chance. Theoretical considerations of cause and effect often look pale and dusty in comparison to the practical results of chance. It is all very well to say that the crystal of quartz is a
hexagonal prism. The statement is quite true in so far as an ideal crystal is envisaged. But in nature one finds no two crystals exactly alike, although all are unmistakably hexagonal. The actual form, however, seems to
appeal more to the Chinese sage than the ideal one. The jumble of natural laws constituting empirical reality holds more significance for him than a causal explanation of events that, moreover, must usually be separated
from one another in order to be properly dealt with.

The manner in which the 7 Ching tends to look upon reality seems to disfavor our causalistic procedures. The moment under actual observation appears to the ancient Chinese view more of a chance hit than a clearly
defined result of concurring causal chain processes. The matter of interest seems to be the configuration formed by chance events in the moment of observation, and not at all the hypothetical reasons that seemingly
account for the coincidence. While the Western mind carefully sifts, weighs, selects, classifies, isolates, the Chinese picture of the moment encompasses everything down to the minutest nonsensical detail, because all of
the ingredients make up the observed moment.

Thus it happens that when one throws the three coins, or counts through the forty-nine yarrow stalks, these chance details enter into the picture of the moment of observation and form a part of it -- a part that is
insiguificant to us, yet most meaningful to the Chinese mind. With us it would be a banal and almost meaningless statement (at least on the face of it) to say that whatever happens in a given moment possesses inevitably
the quality peculiar to that moment. This is not an abstract argument but a very practical one. There are certain connoisseurs who can tell you merely from the appearance, taste, and behavior of a wine the site of its
vineyard and the year of its origin. There are antiquarians who with almost uncanny accuracy will name the time and place of origin and the maker of an objer d'art or piece of furniture on merely looking at it. And there
are even astrologers who can tell you, without any previous knowledge of your nativity, what the position of sun and moon was and what zodiacal sign rose above the horizon in the moment of your birth. In the face of
such facts, it must be admitted that moments can leave long-lasting traces.

In other words, whoever invented the 7 Ching was convinced that the hexagram worked out in a certain moment coincided with the latter in quality no less than in time. To him the hexagram was the exponent of the
moment in which it was cast -- even more so than the hours of the clock or the divisions of the calendar could be -- inasmuch as the hexagram was understood to be an indicator of the essential situation prevailing in the
moment of its origin.

This assumption involves a certain curious principle that I have termed synchronicity, ! a concept that formulates a point of view diametrically opposed to that of causality. Since the latter is a merely statistical truth and
not absolute, it is a sort of working hypothesis of how events evolve one out of another, whereas synchronicity takes the coincidence of events in space and time as meaning something more than mere chance, namely, a
peculiar interdependence of objective events among themselves as well as with the subjective (psychic) states of the observer or observers.

The ancient Chinese mind contemplates the cosmos in a way comparable to that of the modern physicist, who cannot deny that his model of the world is a decidedly psychophysical structure. The microphysical event
includes the observer just as much as the reality underlying the 7 Ching comprises subjective, i.e., psychic conditions in the totality of the momentary situation. Just as causality describes the sequence of events, so
synchronicity to the Chinese mind deals with the coincidence of events. The causal point of view tells us a dramatic story about how D came into existence: it took its origin from C, which existed before D, and C in its
turn had a father, B, etc. The synchronistic view on the other hand tries to produce an equally meaningful picture of coincidence. How does it happen that A', B', C', D', etc., appear all in the same moment and in the same
place? It happens in the first place because the physical events A' and B' are of the same quality as the psychic events C'and D', and further because all are the exponents of one and the same momentary situation. The =
situation is assumed to represent a legible or understandable picture.

Now the sixty-four hexagrams of the 7 Ching are the instrument by which the meaning of sixty-four different yet typical situations can be determined. These interpretations are equivalent to causal explanations. Causal

AAannantian io ofatictinally nanancamr nnd Aan thavafara ha cnihiantad th avaasismant Tnacemnnh ac cifniatiane asa nmninna and annnat ha sanantad avaasismantina writh cvrmaheaninito caamo ta ha immnaccihla nndae Avdinanes



Causal Thinking Makes a

Ditlerence

® Integration of causal information: what 1s the causal model for

X, Y, and Z 1t
® X—Y Y—/ (expansion) or X—Z, Y—/ (refinement)...

® (reativity

® [houghts consist of the "What 1t?" and the "If I had
only..." + knowledge integration + ...



Remember the Scientific Revolution?

By Copernicus, Galilei, Newton, Bacon, Harvey...

Book production, observational data, the ability to do some
experiments, basic inference rules...

Quantitative vs. qualitative view of nature; new experimental,
scientific method seeking definite answers; “how” instead of
“why”...

T'his revolution 1n human thought changed the world



Causal ML Facilitates the Second Scientific
Revolution (I Believe)

® Analogy to Scientific Revolution =

® By Copernicus, Galilei, Newton, Bacon, Harvey...

® Book production, observational data, the ability to do some experiments,
basic inference rules...

® (Quantitative vs. qualitative view of nature; new experimental, scientific BIG DATA
method seeking definite answers; “how” instead of “why”... ‘@ﬁﬁﬁﬁ“‘ﬂﬁ =, P
D Ll =Y
b Yk ;i

® Available: Internet, data, statistical tools, computational
resources. ..

® Goals? Learning paradigms? Methodology?

® (Causal ML) will impact each scientific discipline, every
industry, and human society




Answering Why Questions: A View



https://www.youtube.com/watch?v=36GT2zI8lVA

Good Representations Are Needed...

® (eneralization/adaptation, decision making, fairness,
recommendations, generative Al...

(Goodfellow et al., 2014)

An adversarial input, overlaid on a typical image, can cause a classifier to miscategorize a
panda as a gibbon.



Outline of Class 1 & 2

® ‘Typical causal problems

® [dentification of causal effects, correcting selection
bias, counterfactual reasoning, causal discovery
(causal representation learning)



Uncover Causality from = ===
Observational Data: Task? = = %

® (ausal discovery (Spirtes et al., 1993)/ causal representation learning
(Scholkopf et al., 2021): find such representations with 1dentifiability guarantees



Temporal Order? Assumptions are

Needed...

First, Next and Last




~ fausal-learn

HHER R

Uncover Causality from
Observational Data: How?

= Vpafform

e LT U

LR EER R REE A

T

® (ausal discovery (Spirtes et al., 1993)/ causal representation learning
(Scholkopf et al., 2021): find such representations with 1dentifiability guarantees

® (ausal system has “irrelevant” modules (Spirtes et al., 1993; Pearl, 2000)

rain E\ - conditional independence among variables;
4.—>X Y - independent noise condition;
slippery - minimal (and independent) changes...

wet ground
Footprint of causality in data

® '|'hree dimensions of the problem:

. . Parametric Latent
9
l.1.d. data* constraints? confounders?
Yes NoO No

| No Yes Yes




40



Formulation: Three Types
of Problems in Current AI

ellow fingers Cough

® Three questions:

e Prediction: Would the person cough if we find he/she

has yellow fingers? _

e Intervention: Would the person cough 1f we make sure
that he/she has yellow fingers?

P(X3|  (X2=1))

e Counterfactual: Would George cough /ad he had
yellow fingers, given that he does not have yellow

0
fingers and coughs' POX3 oo ﬂ)@ — 0, X3 — )

-

1
0
0
1
0
0
1
1
0
1



Causal Thinking: Making Ghanges?

® Dependence vs. causality

Smoking

/\

Yellow fingers -=--ccccmcceaaa- Lung cancer



Causal Thinking: Why “Paradox’?

® Dependence vs. causality

® Simpson’s paradox

 TreatmentA  Treatment B Stone size
Group 1 Group 2
Small Stones
93% (81/87) 87% (234/270)
Group 3 Group 4
Large Stones P -

73% (192/263) 69% (55/80)
Both 78% (273/350) 83% (289/350)

Recovery




Causal Thinking: Why “Paradox’?

® Dependence vs. causality

® Simpson’s paradox

Cholesterol Cholesterol

Exercise Exercise



Causal Thinking: Why “Paradox’?

® Dependence vs. causality O Small stones
4 Large stone
. —_— ¢ All patients |
® Simpson’s paradox 0-95 P
Treatment A  Treatment B 0.9}
Group 1 Group 2 Q
Small Stones - o0, 81/87) | 87% (234/270) m 0.85
n
Group 3 Group 4 0 0.8
Harge SIoNes 2306 (192/263)  69% (55/80) S
Both 78% (273/350) 83% (289/350) @ 0.75|
0.7
0.65 : .
Treatment A Treatment B

Prediction vs. causal effect




Causal Thinking: Sample vs. Population

® Dependence vs. causality

® Simpson’s paradox

® “Strange” dependence

® (o back 50 years; female college
students were smarter than male
ones on average. Why?




Causal Thinking: Sample vs. Population

® Dependence vs. causality

® Simpson’s paradox

® “Strange” dependence




Causal Thinking: Sample vs. Population

® Dependence vs. causality

Survival

- Observe P(B,W | S=1)
- Infer P(B,W | S=0)




Counterfactual Inference vs. Prediction

attendance grade

® Suppose X—Y with Y = log(X + U + 3). For an individual
with (x,y), what would Y be 1f X had been x’ ?




Counterfactual Inference vs. Prediction

® Suppose X—Y with Y = log(X + U + 3). For an individual
with (x,y), what would Y be 1f X had been x’ ?




Good Representations Are Needed...

® (eneralization/adaptation, decision making, fairness,
recommendations, generative Al...

(Goodfellow et al., 2014)

An adversarial input, overlaid on a typical image, can cause a classifier to miscategorize a
panda as a gibbon.



Uncover Causality from = ===
Observational Data: Task? = = %

® (ausal discovery (Spirtes et al., 1993)/ causal representation learning
(Scholkopf et al., 2021): find such representations with 1dentifiability guarantees



Temporal Order? Assumptions are

Needed...

First, Next and Last




~ fausal-learn

HHER R

Uncover Causality from
Observational Data: How?

= Vpafform

e LT U

LR EER R REE A

T

® (ausal discovery (Spirtes et al., 1993)/ causal representation learning
(Scholkopf et al., 2021): find such representations with 1dentifiability guarantees

® (ausal system has “irrelevant” modules (Spirtes et al., 1993; Pearl, 2000)

rain E\ - conditional independence among variables;
4.—>X Y - independent noise condition;
slippery - minimal (and independent) changes...

wet ground
Footprint of causality in data

® '|'hree dimensions of the problem:

. . Parametric Latent
9
l.1.d. data* constraints? confounders?
Yes NoO No

| No Yes Yes




Causal Representation Learning: Recent Advances

. Parametric Latent
2 2
HECBCELCT constraints? confounders? WG T 00 g ehoe
No _
No (Different types of)
Yes equivalence class
Yes
No Unique identifiability
Yes (under structural
Yes conditions)
No (Extended) regression
Non-I, but [.D. No/Yes
Yes Latent temporal causal
processes identifiable!
NG More informative than
NG MEC (CD-NOD)
May have unique
bt roml D ek dentifiability
; o NG Changing subspace
Ves identifiable
Yos Variables in changing
relations identifiable




Causal Discovery in Archeology: An Example

Parametric

Latent

constraints? confounders?

o 8 variables of 250 skeletons collected from different locations

7 YO -
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8.01 0.02
8.01 0.02
8.01 0.02

801

0.02

Trmax
17.01
17.01
17.01
17.01
1701
30.27
30.27
3027
30.27
30.27
30.27
3027
3027
30.27
3027
30.27
3027
3027
3027
3027
3027
30.27
30.27
3027
3027
16 66
16.66
1666
16.66
16.66
16.66
16.66

o

967 559

Vpmean Vpmin Vpmax
7.43 2.27 16.83
7.43 227 1683
743 227 1683
743 227 16.83
743 227 1683
1110 7.55 1596
11.10 7.55 1596
1110 7.55 1596
1110 755 1596
1110 7.55 1596
1110 7.55 1596
1110 71.55 1596
1110 7.55 1596
1110 7.55 15.96
1110 7.55 1596
1110 7.55 1596
1110 7.55 1596
1110 7.55 1596
11.10 7.55 1596
1110 7.55 1596
1110 7.55 1596
1110 7.55 1596
1110 7.55 1596
1110 7.55 1596
1110 7.55 1596

967 559 1527

967 559 15.27

967 559 15.27

9.67 5.59 1527

967 5.59 1527

9.67 559 1527

15.27

e



(lypical) Constraint-Based Causal Discovery

ii.d. data? Parametric

constraints? confounders?

® (onditional independence constraints between each variable pair
® [llustration: the PC algorithm

® [Fxtensions: the FCI algorithm...

X1 X5 | X3
Xl X4 | X
Xl X5 | X3

X4l X5 | X3
X1 X3 [{ X2, X4§

- Spirtes, Glymour, and Scheines. Causation, Prediction, and Search. 1993.



Result of PC on the Archeology Data

Thanks to collaborator Marlijn Noback

® By PC algorithm (Spirtes et al., 1993) + kernel-based conditional
independence test (Zhang et al., 2011)

. b B i

e N0 S .

-, ’ 5

P c
2 .
- ol ' ] -
P TN N ¥ 3 ]
< -

—\' \ S

&1//\/

/-u_ ge

%W [ { '3
ttr1t10n S
paramasticatory
behavior
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Functional Causal Model-Based Causal
Discovery

. . Parametric Latent
I.i.d. data? -
constraints? confounders?

No

“Independent changes” renders causal direction

identifiable

No

® [inear non-Gaussian model (ShimEizu et al., 20006):

Y=aX+E Y

Uniform case

® Post-nonlinear causal model (Zhang & Chan, 2006): :,.:'
V=12 (filX) +E)
® Additive noise model (Hoyer et al, 2009) e

59 ¥
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Finding Underlying

A Problem in Psychology

Mental Conditions?

9.
7))
| -
- O
c O
g s
©
a0
c
o
o
-
2 0
- C
e.m
&
at
C n
S5
Pc
9.
©
)
©
o)
o

No

No

Yes

Yes

Yes

No

e 50 questions for big 5 personality test

race age engnat gender hand source country E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 A1 A2 A3 A4

1]
~

N

us
us
PK
RO
us
us
us
IN

53

46

14

19
25
31

20
23

us
us
IT
IN

39

N

18
17
15
22
21

us
us
us
uUs
FR
us

N

N

28
21

19
21

N

13

1

13

13
13

13



Learning Hidden Variables & 'T'heir Relations

Parametric Latent
constraints? confounders?

No No

w v v

® Measured variables (e.g., answer scores in psychometric questionnaires)
were generated by causally related latent variables

Latent variables &

X1 X2 X3 X4 X5 X6 X7 X8 their causal structure
4.2 | 3.6 6.5 6.8 | 96| 76| 2.7 |4.8
3.8 1.9 6.5 .81 8.9:1:69 1.1 146
4.2 | 3.4 6.5 69 |95]| 74| 25 | 4.6 m
.2 2.2 6.2 6.9 | 96| 72|19 |48

3.9 1.9 6.5 6.8 190|681 1.7 | 4.4
40 | 2.0 6.4 il

38 |17 | 6.4 | 7.3 | Linear'GaUSSian Ccasc

41 | 28 | 6.5 | 6.9

I.I.d. data?

- Linear, non-Gaussian case

® Find latent vaniables L; and their causal relations from measured
variables X;?



Linear, Gaussian Gase: With Rank Deficiency
Constraints

® Can we find Lg?

¥ X4 X
: 410 _
X6 . 112 —Lg /\\:‘Xl ¥ ¢ Z(Xmaxu)a X\ {Xj0.X11} ™ I
Jr “.._‘0. . .
A9 }<L1 — §0 X, ® Recovering the equivalence class
1

XS L% ~__ Y 4X3 ° W h kd ﬁ . f

Xo Ly L, = 1th rank denciency ol Cross-
X, X2 covariance matrices

® recursively and cleverly

- Huang, Low, Xie, Glymour, Zhang, “Latent Hierarchical Causal Structure Discovery with Rank Constraints,” NeurlPS 2022
63



Linear, Gaussian Gase: With Rank Deficiency

Constraints
X. & ® (Can we find L¢?
X L L: /'E:.XIO'E oY =1
6 w_ sy . \\N‘Xl 1.": (X10:X11)> X\ {X10.X11}

X L4 t X TS . .
’ L= X(l) X;, ® Recovering the equivalence class
>

® With rank deficiency of cross-

- Dong, Huang, Ng, Song, Zheng, |in, Legaspi, Spirtes, Zhang, “A Versatile Causal Discovery Framework to Allow Causally-
Related Hidden Variables,” ICLR 2024
64



Example: Big 5 Questions Are Well Designed but...

Big 5:
openness; conscientiousness; extraversion; agreeableness; neuroticism

[061 I do not bave
a good imagination. [091 | spend time
[05] I have reflecting on things.

excellent ideas.

Extraversion Neuroticism

[O3] 1 have a vivid [E]_O I am quiet

[010] 1 am full of

imagination. ideas. around strangers. [E9]
1 don't mind bein
[07] | - [EZ] I don't talk a lot. the center of aﬂefl‘:tggj -4 [N6] I th [N1] Jget |
I ;‘m ql;:‘c ) o E7 alk to a lot of .| don't like to draw N511am upset easily. stressed out easily.
0 pe nness derstand things, !:liffel:'le:\: pe:ple attparties. attention to myself. !asily]disturbed. [N4] | seldom

[EG] I have little to say. feel blue.

[E3] | feel comfortable

around people.

[E].] I am the life of the party.

02] I have [NZ] | am relaxed

[04] I am not interested difficulty
in abstract ideas. understanding most of the time.
abstract ideas. [ES] | start conversations.
[N3] I worry
[E4] I keep in the background. about things. [N9] I get

irritated easily. requent

mood swings

[08] I use difficult

words.

rich vocabulary.

[A10] I make

’ < people feel at ease.

[N7] I change

my mood a lot.

[A3] | insult people.

N
[ ] / yd [AZ] lam [ ]
- = C5]. get chores ' yd interested in people. A9]| | feel others’
Conscientiousness !>} et chor o, LA fe Agreeableness
[C8] I shirk my duties. ~ __» [A8] | take time
[ C 4] v / - out for others.
| make a —
mess of things. * = > [A7] I am not really
D . interested in others.
[C7] I like order. «— ’ A[C3] | pay attention to details. e
, [A1] i feel little —  [A6] ihavea
[Cl] lam always , ) g | &[C9] | follow a schedule. concern for others. 1| soft heart.
prepared. 7 N [AS] I am not interested in
[C].O] lam e £C2] | leave my b ECG] | often forget to put things [A4] | sympathize with other people’s problems.
exacting in my work. elongings around. back in their proper place. others' feelings.

- Dong, Huang, Ng, Song, Zheng, Jin, Legaspi, Spirtes, Zhang, “A Versatile Causal Discovery Framework to Allow Causally-Related
Hidden Variables,” ICLR 2024
65


https://en.wikipedia.org/wiki/Conscientiousness

Example: Big 5 Questions Are Well Designed but...

Big 5:
openness; conscientiousness; extraversion; agreeableness; neuroticism

[061 | do not have

a good imagination.
09] 1 spend time
[05] | have !eflec!ir:g%n tdh:ngs. A

excellent ideas.

[03] | have a vivid

imagination. [010] | am full of [Elo lame
ideas. around strangi
[ ] [EZ] | don't talk a lot.
O7] 1am quick to %
understand things. E7] 1talk to a lot of
O pe nness derggand thine giffel:'le:\: pe;ple attparties.
¥
[E3] | feel comfortable
[04] | am not interested@%}ltlyhl\'e around people. P
in abstract ideas. understanding
abstract ideas.
[O8] 1 use difficult /
words. rich vocabulary.
[A].O] | make

people feel at ease.

P

[A3] | insult people.

Conecscientioucnece  [C5] igetchores |


https://en.wikipedia.org/wiki/Conscientiousness

Linear, Non-Gaussian Case: Generalized
Independent Noise Condition

),
o

L

L,
X
&

® F'ind direction between latent variables L; and L»?

- Xie, Cai, Huang, Glymour, Hao, Zhang, "Generalized Independent Noise Condition for Estimating Linear Non-Gaussian
Latent Variable Causal Graphs," NeurlPS 2020
- Cai, Xie, Glymour, Hao, Zhang, “Triad Constraints for Learning Causal Structure of Latent Variables,” NeurlPS 2019



Linear, Non-Gaussian Case: Generalized
Independent Noise Condition

K @:Lf X

@ @(LJ 7
c|L:

c-Xo—0b-X3 @ @

:C(bLl -+ Eg) — b(CLl -+ Eg)

Nontrivial linear combination

=cls — bEs3, of X, and X3 will involve
independent from L; and from X7, the noise term in L1,
b Cov(Xa, X3) hence dependent on X,

d k - =
and we know ¢ = Cou(X,, Xs)

- Xie, et al, "Generalized Independent Noise Condition for Estimating Linear Non-Gaussian Latent Variable Causal Graphs,"
NeurlPS 2020



Linear, Non-Gaussian Case: Generalized
Independent Noise Condition

X))@ Lz X))

_ @1 @%@C

=c(bL1 + E3) — b(CLl + E3) Nontrivial linear combination
=cE9 — bE3, of X5 and X3 will involve
independent from L; and from X, the noise term in L1,

b Cov(Xs,X3) hence dependent on X3
and we know - =

c Cov(Xy,X3)

® GIN condition: (Z,Y) follows GIN & w'Y || Z for nonzero w

® has graphical implications



GIN for Estimating Linear, Non-
Gaussian LV Model

e A two-step algorithm to identify the latent variable graph

- By testing for GIN conditions over the input X1, -, Xgs

Step 2: determine causal structure

Step 1: find causal clusters ,
of the latent variables

Cluster 1
1 /\ /@

g L Ly X
Cluster 3 Q@/ \\ </\ Ly

\M‘D AN

L ()
o
Z Y Z Y
7 -\ N /7 -\ ™\ /_M'\ Ve -\ N
({Xla o 7X47 X77X8}3 {X57 XG}) ({X?n X4}7 {X17 X27 XS})

Cluster3 Cluster 1 & 3
satisfies GIN condition

satisfies GIN condition



(GIN-Based Method: Application to leacher’s

Burnout Data

® (Contains 28 measured variables

® Discovered clusters and causal order of Hypothesized model by experts

the latent variables:

w02 [wo1] [RC2] [RC1 ]
4

13 4
Causal Clusters Observed variables Eﬁ“lkﬁé iﬂé
S, (D RC,.RCy. WO,. WO,
DM,, DM,
S (D CC,. CCL.00H.00, |
S, () PS,. PS, |
S; (1) FLC,, ELC,FLCy,ELCY,
ELC
32 SE,.SE,.SE.. EE,.
FFE, FE5, DP,, PA4
3.0 DP,. PA,. PA,

L(S)) > L(Sy) » L(S3) » L(S3) > L(S,) > L(Sy).
(from root to leaf)

® (onsistent with the hypothesized model

- Xie, Cai, Huang, Glymour, Hao, Zhang, "Generalized Independent Noise Condition for Estimating Linear Non-Gaussian Latent
Variable Causal Graphs," NeurlPS 2020
- Cai, Xie, Glymour, Hao, Zhang, “ITriad Constraints for Learning Causal Structure of Latent Variables, NeurlPS 2019



Where Are We?

I.I.d. data?

Yes

Non-|, but I.D.

|., but non-1.D.

Parametric Latent

9
constraint?  confounders? ' natcan we get:

No
NG (Different types of)
equivalence class
Yes
No Unique identifiability
Yes (under structural
Yes conditions)
No
No/Yes
Yes
No
No fr)
Yes O
No
Yes

Yes




L.earning Latent Causal Dynamics

. . Parametric Latent r
i.i.d. data? j
constraints? confounders?

No

“lime-delayed” influence renders latent
processes & their relations 1dentifiable

Yes

Yes

Temporal VAE with causal prior

. .8
Iy RN F;’”S“pe""'sed Latent temporal causal processes i g b0y
D epresentation Causal
,‘ 2 : . “ Learmng Zit fOllOW skeleton
7y "‘} P > completely nonparametric [ nSStai
w0 & ’ model; or furthermore,
ﬁ,{ g X = non-stationary noise or

causal influence, or

Time-series Inputs {x,}/_ 5 ;
‘ Parametric constraints
Latent processes

- Yao, Chen, Zhang, “Causal Disentanglement for Time Series,” NeurlPS 2022
- Yao, Sun, Ho, Sun, Zhang, “Learning Temporally causal latent processes from general temporal data,” ICLR 2022

Recovered Iatent

processes




Results on Simple Video Data

® lor easy interpretation, consider a simple video data set

® Mass-spring system: a video dataset with ball movement and
invisible springs

- Learncd Interpretation
Mass-spring  Jatent processes P
Video
5
T (x- & y- coordinates
s ©® of the 5 balls)
3



Extension: Four Categories of
State Representations in RL

Controllable Uncontrollable
Sar ar

4 \) t
Reward- | Speed, position, Surrounding
Relevant and direction vehicles
Reward- Music and Remote
Irrelevant | air conditioner scenery
ar a7

S; S?

Each category is identifiable!

- Liu*, Huang*, Zhu, Tian, Gong, Yu, Zhang. Learning world models with identifiable factorization. NeurIPS 2023



Where Are We?

I.I.d. data?

Yes

Non-|, but I.D.

|., but non-1.D.

Parametric
constraints?

No

Yes

No/Yes

No

Yes

No

Yes

Latent
confounders?

No

Yes

No

Yes

No

Yes

No

Yes

What can we get?

(Different types of)
equivalence class

Unique identifiability
(under structural
conditions)

(Extended) regression

Latent temporal causal
processes identifiable!

)




(Automated) Scientific Discovery: A Story

very different mortality rates

® Semmelwels discovered the only major difterence
was the individuals who worked there

o Hy]yoﬂwgig; Unknown ‘“cadaverous material’ https: //amoI lulkarni, com/pro]ect/semmelwels/
caused puerperal fever

. X . Ignaz Semmelweis
® Proposed wtervention: washing hands

® (onflicted with the established scientific and
medical opinions of the time

® Rejected by the medical community until years
after his death, when Louis Pasteur confirmed the

germ thCOI‘Y Semmelweis, aged 42 in 1860, photograph by

Borsos and Doctor



Finding Changing Hidden Variables for

Iranster Learning

l iid. data? ~ Parametric Latent ,&;
constraints? confounders? ¢ —P
Yes No NoO
Lo—>
‘ No Yes Yes

® Underlying components Z¢ may change across domains

¢ (hanging components Zg are 1dentifiable; invariant part Z, 1s
1dentifiable up to its subspace

e Using invariant part Z. and transformed changing part Z¢ for
transfer learning

- Kong, Xie,Yao, Zheng, Chen, Stojanov, Akinwande, Zhang, Partial disentanglement for domain adaptation, ICML 2022



Image Iranslation: How to L.earn ‘Style’?

w‘ Wrc

"t'-'b-c_,

A simpler example:

HAHAESEGEENMEEN

zmnuaunmnmsn

Images from the winter season domain.

79



Image Iranslation Based on Minimal Changes

D N A Y r
¥

® . Minimize the influence of ‘Style’on ‘Image’ 37
' during translation. A

How? A minimal number of changing
components?

Images from the winter season domain.

80



Multi-domain Image Generation &
Translation with Identihiability Guarantees

® [dea: Matching the distributions across domains with a minimal
number of changing components

® (orrespondence info (joint distribution) identifiable under mild
assumptions

® [xample: Generating female & male images with the same “content”

Ours StyleGAN2-ADA

- Xie, Kong, Gong, Zhang, “Multi-domain image generation and translation with identifiability guarantees”, ICLR 2023
- Yan, Kong, Gui, Chi, Xing, He, Zhang, Counterfactual Generation with Identifiability Guarantee, NeurlPS 2023
- Kong, Xie,Yao, Zheng, Chen, Stojanov, Akinwande, Zhang, Partial disentanglement for domain adaptation, ICML 2022



Minmimal Changes + Causal Modeling tor Generation

Meta Al Stable3  FaceDiffusion ~ Ours  Corresponding to prompt:

girl with mustache,
girl with goatee,
 bald girl,

male with mustache,

male with goatee, and

bald male

- S. Xie,Y. Zheng, I. Ng, K. Zhang, Causal Compositional Image Generation with Minimal Change, under submission



For Real Image Editing

+OpenMouth  -EyeGlasses

-Goatee

Ours StyleRes
(SOTA)

StyléRés

Ours



Summary

® Various tasks involve suitable (causal) representations of data

® Scientific discovery, domain generalization/adaptation,
trustworthy Al, explainable Al, fairness...

e (lausal representations can be recovered under appropriate

assumptions 4&?’
® Technically operational causal principles «2;0

® [dentifiability!
® Strong 1dentifiability results in non-11ID cases
® Benefit from parametric constraints in the 11D case

® In the era of large models: Is causality essential?



