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In Addition, Causal Abstraction…

i.i.d. data? Parametric 
constraints?

Latent 
confounders? What can we get?

Yes

No
No

(Different types of) 
equivalence classYes

Yes
No Unique identifiability 

(under structural 
conditions)Yes

Non-I, but I.D. No/Yes
No (Extended) regression

Yes Latent temporal causal 
processes identifiable!

I., but non-I.D.

No
No

More informative than 
MEC (CD-NOD)

Yes May have unique 
identifiability

No
Yes

Changing subspace 
identifiable

Yes Variables in changing 
relations identifiable

What is 
‘temperature’?



• In neuroscience 

• Localization & causal analysis from EEG/MEG data 

• Finding regions of  interest from fMRI data 

• Psychometric studies 

• Deep reinforcement learning 

• Multi-model CRL in healthcare 

• Generative AI: Image generation and refinement

Real Problems Addressed with CRL



• In both Magnetoencephalography (MEG) and 
Electroencephalography (EEG), source localization involves 
inferring the location of  brain activity from the measured magnetic 
or electrical fields 

• Which CRL setting/formulation can we use?

From MEG/EEG



Causal Representation Learning from Multiple 
Distributions: A General Setting

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes

• Goal: Uncovering hidden variables  with 
changing causal relations from X in 
nonparametric settings 

• What is identifiable? 

• Markov network of   

• Each estimated variable  is a function of  
 and it intimate neighbors 

• In this example, each  (i≠4) can be recovered 
up to component-wise transformation

Zi

Zi

Z̃i
Zi

Zi

- Zhang, Xie, Ng, Zheng, “Causal Representation Learning from Multiple Distributions: A General Setting,” ICML 2024

Causal Disentanglement with Minimal Changes from Multiple
Distributions

You

June 28, 2023

Abstract

In many problems, the measured variables (e.g., image pixels) are just mathematical functions
of the underline hidden causal variables (e.g., the underlying concepts or objects). For the purpose
of making prediction the changing environment or making proper changes to the system, it is
helpful to recover the underlying hidden causal variables Zi, their causal relations represented
by graph GZ , and how their causal influences change, which can be explained by suitable latent
factors ✓i governing changes in the causal mechanisms. This paper is concerned with the problem of
estimating the underlying hidden causal variables and the latent factors from multiple distributions
(arising from heterogeneous data or nonstationary time series) in nonparametric settings. We first
show that under the sparsity constraint on the recovered graph over the latent variables and
suitable su�cient change conditions on the causal influences, one can recover the equivalence
class of the original graph, and we further show the recovered latent variables are related to
the underlying hidden causal variables in a specific way. Moreover, we show that orthogonally,
under the independent change condition on the causal modules (without the sparsity constraint
on the graph), the underlying latent factors ✓i can be recovered up to component-wise invertible
transformations. Putting them together, one is able to recover the underlying hidden variables and
their causal relations up to minor indeterminacies. Next, we consider the scenario where only a
subset of the causal relations in causal graph GZ change and show up to what extent the underlying
causal variables can be recovered. Finally, we propose a learning procedure called change encoding
network to accomplish the considered task.

1 New Title

Revealing Hidden Causal Variables and Latent Factors from Multiple Distributions

2 New Introduction

1. causal discovery... hidden variables... 2. review. 3. problem setting. (define ✓i as the latent
(changing) factor and Zi as hidden causal variables... hard interventions will make things easier...)
4. interestingly... Undirected graph (and v-structures?)... 5. benefit from independent changes... 5.
contribution...

(special cases...)

Z4Z2

Z3

Z5Z1

✓1 ✓3✓2 ✓4 ✓5

g

X

Figure 1: The generating process for each Zi changes, governed by ✓i, and X = g(Z).
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• Functional Magnetic Resonance Imaging 
(fMRI) measures brain activity by detecting 
changes associated with blood flow 

• The primary form of  fMRI uses the blood-
oxygen-level dependent (BOLD) contrast 

• A voxel is a three-dimensional rectangular 
cuboid, whose dimensions are set by the slice 
thickness, the area of  a slice, and the grid 
imposed on the slice by the scanning process. 

• Voxel data can be very noisy.  Going to 
regions of  interest?

From fMRI

https://en.wikipedia.org/wiki/
Functional_magnetic_resonance_imaging 

https://en.wikipedia.org/wiki/Blood_flow
https://en.wikipedia.org/wiki/Blood-oxygen-level_dependent
https://en.wikipedia.org/wiki/Blood-oxygen-level_dependent
https://en.wikipedia.org/wiki/Functional_magnetic_resonance_imaging
https://en.wikipedia.org/wiki/Functional_magnetic_resonance_imaging
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What is ‘temperature’?

Temperature as a Measure of 
Motion: Temperature reflects the 

average speed and motion of 
particles within a substance.



• The Mpemba effect is a counterintuitive phenomenon where, 
under certain conditions, initially hot water can freeze faster than 
initially cold water. 

• "When a warm sample of  water is placed in a cold environment, 
the part of  it next to the walls of  the container gets cooled quickly 
while the inner part remains its temperature. A temperature 
gradient is thereby induced inside of  the sample which causes 
convective heat transport. The greater heat gradient gets, the 
convection is more expressed, and the overall cooling of  the 
sample is faster, since the heat gradient on the container walls is 
maintained."

Be Aware of  Causal Abstraction



• In neuroscience 

• Localization & causal analysis from EEG/MEG data 

• Finding regions of  interest from fMRI data 

• Psychometric studies 

• Deep reinforcement learning 

• Multi-model CRL in healthcare 

• Generative AI: Image generation and refinement

Real Problems Addressed with CRL



A Problem in Psychology: Finding Underlying 
Mental Conditions?

• 50 questions for big 5 personality test 

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes
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Example: Big 5 Questions Are Well Designed but…
Big 5: openness; conscientiousness; extraversion; agreeableness; neuroticism

- Dong, Huang, Ng, Song, Zheng, Jin, Legaspi, Spirtes, Zhang, “A Versatile Causal Discovery Framework to Allow Causally-Related 
Hidden Variables,” ICLR 202411

https://en.wikipedia.org/wiki/Conscientiousness


Example: Big 5 Questions Are Well Designed but…

- Dong, Huang, Ng, Song, Zheng, Jin, Legaspi, Spirtes, Zhang, “A Versatile Causal Discovery Framework to Allow Causally-Related 
Hidden Variables,” ICLR 202412



• In neuroscience 

• Localization & causal analysis from EEG/MEG data 

• Finding regions of  interest from fMRI data 

• Psychometric studies 

• Deep reinforcement learning 

• Multi-model CRL in healthcare 

• Generative AI: Image generation and refinement

Real Problems Addressed with CRL



• Potential issues in deep RL algorithms
• Lack interpretability
• Not generalize well
• Data hungry

• Mitigate such issues through causal representations 
and graph structures

A Causal Perspective on Reinforcement 
Learning



•        : controllable and reward-
relevant state variables

•        : reward-relevant state variables 
that are beyond our control

•        : controllable but reward-
irrelevant factors

•        : uncontrollable and reward-
irrelevant latent variables

Four Categories of State Representations in 
RL

Liu*,  Huang*, Zhu, Tian, Gong, Yu,  Zhang. Learning world models with identifiable factorization. Arxiv, 2023.



Four Categories of State 
Representations in RL

- Liu*,  Huang*, Zhu, Tian, Gong, Yu, Zhang. Learning world models with identifiable factorization. NeurIPS 2023

• Each category is identifiable!



Modified Cartpole 
with two distractors

Experimental Results on Latent States 
Recovery 



Experimental Results on Policy Learning

Episode return with different state representations



• In neuroscience 

• Localization & causal analysis from EEG/MEG data 

• Finding regions of  interest from fMRI data 

• Psychometric studies 

• Deep reinforcement learning 

• Multi-model CRL in healthcare 

• Generative AI: Image generation and refinement

Real Problems Addressed with CRL





CRL from Multi-Modal Data?



Part of  the Result on Human Phenotype 
Data

Fundus imaging data for 
both right and left eyes 
(FRight and FLeft)

sleep monitoring 
data



• In neuroscience 

• Localization & causal analysis from EEG/MEG data 

• Finding regions of  interest from fMRI data 

• Psychometric studies 

• Deep reinforcement learning 

• Multi-model CRL in healthcare 

• Generative AI: Image generation and refinement

Real Problems Addressed with CRL



• They are dependent in the data 

• What if  we treat them as features that we can manipulate 
independently/separately? 

• So, changing one of  them may lead to change in the 
perception of  the other

Dealing with Age vs. Eyeglasses

Zage

ϵC

IM
A

G
E

Zeyeglasses
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• Age → Eyeglasses: interventions on Age may change 
Eyeglasses, but not the other way around 

• Functional causal model: Eyeglasses = f (Age, ), where  
  ||  Age 

• Intervention on Eyeglasses via changing  ! 

• Moreover, minimal changes for both  and 

ϵEyeglasses
ϵEyeglasses

ϵEyeglasses

Zage ϵEyeglasses

Causal Asymmetry

Zage

ϵC

IM
A

G
E

ϵEyeglasses

- Xie, Zheng, and Zhang, under submission



Causal Graph Among Labels in the Data

• FFHQ dataset 
(Karras et al., 
2019) 

• Pre-trained 
classifier to 
obtain 37 
attributes 

• Causal graph 
learned by 
causal-learn (PC) 

• Then perform 
image 
generation or 
editing 
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Comparisons: Generation with Different Conditions 

Corresponding to:  

girl with mustache,  

girl with goatee,  

bald girl,  

male with mustache,  

male with goatee, and  

bald male 



• Going beyond CLIP 
(Contrastive Language-Image 
Pretraining) model 

• We developed SmartCLIP to 
deal with missing text info and 
unpaired data 

• Better alignment 

• Causal/generative view?

CLIP doesn’t Have a Generative View

- Xie, Kong, Zheng, Yao, Tang, Xing, Chen, and Zhang, under submission28



• Existing text-to-image (T2I) models are not controllable: 
editing a specific feature through text often causes 
unwanted changes 

• Example:

Motivation: Controllability for Image 
Generation / Editing

“Angry” “Surprised”“Happy”
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- Xie, Kong, Zheng, Tang, Xing, Chen, and Zhang, under submission

: text


: atomic textual concepts


: atomic visual concepts


: images


t

zT
i

zI
j

i

• Text and images have atomic concepts


• Textual atomic concepts determine their visual counterparts: why?

From Text to Images: The Process



: text


: atomic textual concepts


: atomic visual concepts


: images


t

zT
i

zI
j

i

Certain sparsity constraints on the cross links + conditional independence of 
image concepts   identifiable concepts: 


1. Learning disentangled, atomic concepts  and .


2. Aligning them.

⇒

zT
m zI

n

Learning Identifiable Concepts for 
Controllability
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Prevailing generative AI tools: not 
controllable



Our Causal GenAI Enables Precise Control 
& Refinement



Our Causal GenAI Enables Precise Control 
& Refinement



• In neuroscience 

• Localization & causal analysis from EEG/MEG data (latent 
variables; changing distributions) 

• Finding regions of  interest from fMRI data (causal abstraction) 

• Psychometric studies (latent variables, i.i.d. case) 

• Deep reinforcement learning (temporal constraints) 

• Multi-model CRL in healthcare (multi-modal learning) 

• Generative AI: Image generation and refinement (latent variables; 
changing distributions)

Summary: Real Problems of  CRL


