


Objectives forthis Unit

Understand Storage Basics
ntreduce Direct Attached Storage

Differentiate between types of storage
DAS
NAS
ISCSI
SAN

Introduce Networki Attached Storage
Introduce_ Eilbre"€hannel SAN
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Comparinglinternaliand
External Storage

RAID controllers
and disk drives
are internal to the
server

‘ SCSI, ATA, or

SATA protocol
‘ between controller
and disks
RAID Controller RAID Controller

RAID controller is—
internal

Internal Storage SCSI or SATA

protocol between
controller and
disks

Disk drives are SCSI Bus w/ external storage
external

Storage
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DAS over Fibre Channel

HBA is internal

Fibre Channel s

protocol
between HBAS
and external
RAID controller

Disk drives and

RAID controller
are external



/O Transter

RAID Controller

Contains the “smarts”

Petermines how: the datawill oe written (striping,
mirrering, RAID 10, RAID'S, etc.)

Host Bus Adapter (HBA)

Simply transfers the data to the RAID controller.
Doesn’t do any RAIDI or striping calculations.
‘Dumb” for speed.

Required for external sterage:
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NAS: What is it?

Network Attached Storage
Utilizes a TCP/IP network te “share” data

Uses file sharing protocols like Unix NES
and Windows CIES

Storage "Appliances” utilize a stripped-
down OS that optimizes file protocol
performance



Networked Attached!Storage




ISCSI: What is 1t?

Anialternate rorm of networked storage
Like: NAS; also utilizes a TCP/IP network

Encapsulates native SCSI commands in TCP/IP
packets

Supported in Windows 2003 Server and Linux

TCP/IP Offload Engines (TOEs) on NICs speed up
packet encapsulation
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Fibre Channel: What is it?

Eilore €hannel Is a network protocol
Implemented specifically/ior dedicated
storage networks
Eibre Channel utilizes specialized
Switches
Host Bus Adapters
RAID controllers
Cables



Fibre Channel Components

Server A Server B Server C

HBA HBA HBA HBA HBA HBA

Servers
Host Bus Adapters
Cables
Fiber optic or copper
Fibre Channel Switches
Two switches for redundancy
Fibre Channel Storage Array

Disk Drives Two RAID Controllers for
redundancy

4—100+ disk drives per array.

A true storage network
Multiplerservers
Multiple switches
Multiple Storage Arrays

1

RAID Controller RAID Controller



SAN: What is it?

Sterage Areal Network

ATnetWork Whose primany. purpose is the transfer
Off data between storage systems and computer
SyStemMS

Eibre Channel is the primary technology utilizea
for SANs

Recently, SANs have been implemented with
dedicated ISCSI networks



Benefits of SAN/Consolidated
Storage

Reduice cost of external storage
Increase performance

Centralized and improved tape backup
LAN-less backup

High-speed, no single-point-of-failure
clustering solutions

Consolidation Withr> 70lBiof storage



Fibre Channel lechnology

Provides concurrent communications between servers,
StOrage devices, and other peripherals

A'gigabit Interconnect technoelogy.

ECT: Over 1,000,000,000 bits per second

EC2: Over 2,000,000,000 bits per second

A highly reliable interconnect

Up to 127 devices (SCSI: 15)

Up to 10 km of cabling (3-15 ft. for SCSI)

Physical interconnect can be cOpPEr OF TiER OPLIC




Fibre Channel=(continued)

Hot-pluggable - Devices canibe removed
o added at will withrnosllfetfects to data
communications

Provides a data link layer above the
physical interconnect, analogous to
Ethernet

Sophisticated error detection at the firame
level

Data is checkedfana@ resentiiz-necessary



Fibre Channel — Frame
Dissection

U p to 2048 byte dhvtes | 24 bytes
p cl y | ©d d E:t_:alrt Frame ,. 4 t., tes
4 byte checksum (I e
for each frame
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Fibre Channel

What's with the funny name?
SemEe background histery required

Originally: developed toronly support fiber
optic cabling

When copper cabling support was added, IS©
decided not to rename the technology

ISO changed to the Erenchi spelling torreduce
association With filber optics only medium
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- FHow!doees It Work?
] yrul Jr]f.:)ﬂi)



-

e Channel In

D




SCSI vs. Fibre Channel
Protoco/

SCS|

SCSI protocol vs. SCSI device

SES|'is an established, tried and true protocol
Provides services analogous to TCP/IP
Supported in every major ©S on market

Fibre Channel

Fibre Channel runs on tep;of SCSI
No re-inventing the wheel
Immediate OS sUpPPO



SCSI vs. FC Transmission

Disk Drive

RAID Controlle < > Disk Drive




VS. FIore Che

. Interface forinternal storage to - Usedwiltn SA) ¥
external disks 2 Lots of built-in redun

1 Potential down time w/ SCSI | Redundant ns:we' '

- Singlebus -

1 RAID controller is SCSI -
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"Ultra 320 (320 MB/sec)

SCSI Limitations: 2 1
= Cables can't be any longer 4 It can be medla mdependent— copper or

than 3 feet for single end fibre optic
15 feet for LVD (low voltag _ Eibre €hannelllimitations:
differential) - Gaplellength: Up to 10 kilomet r» (more
alimitation ol cablerthan EC itselr)
- Upite 27 devices
- AeIISkEdrives



Fibre Channel vs. iISCSI

Filore €hannel

Iihe current market leader for shared storage technologies
Provides the highest perfermance levels
Designed for mission-critical applications

Cost of components is relatively high, particularly per server
IHBA costs

Relatively difficult to implement and manage

N6

Relatively new, but usage isiincreasing rapidly
Performance can approach Eilbre'€hannel speeds
A better fit for databases than INAS

A good fit for SmallfterVieditim: Size BUSINESSES
Relatively inexpensiverscompared torEiore. Channel
Relatively easy teimplemeEnt and manage



Microsoft SimplerSANHnitiative

Make eperating| system aware oi: SANfand SAN
capabilities

Shift integration burden fromiliFstari or services back
te) VENDORS products:

Microsoft
Storage hardware and software
Application developers

Key storage technologies:
Volume Shadow Copy Service (VSS)
Virtual Disk Service (VDS)
Microsoft Multipath' Input/Gutput (MPIO)

Microsoft iISCSI driver

Software Initiator (client)
Software Targeti(attached o disk sulsyStEm)



Review

What Is the difference between a RAID
Contrellierand an HBA?

IHew: many: protocols may: be used for DAS?

Name two types of storage that rely on
ethernet cables

Name two benefits of SANS

Describe the four interface layers of the Filore
Channel protocol

Describe a scenaniopwhereran ISESI SANImay be
preferred over a FioresChannel SAN
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How, datalis routed threughrarservertol/©
- lypesiol storage
B DAS

The Fibre Channel protocol
. How it works

Fibre Channel SANs_o rmwun—crmcsﬂ PErfermance, with relatively high
costs and high J)]—)\‘{J Ly

iISCSI SANs offer nJJéche tomIghiperfonmance atanattractive
prlce/perform neeNrauenianciareNelatiVvely easyioracminister:




