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Quiz (Sept 10th)

 This is a preview of the published version of the quiz

Started: Dec 14 at 3:15pm

Quiz Instructions
In this quiz, we will focus on an algorithm that makes predictions about the likelihood of a criminal
defendant’s recidivism. Recidivism refers to a criminal defendant who eventually commits another
crime. The algorithm predicts whether a defendant will relapse into criminal behavior, and this prediction
can be used by a judge in determining the defendant’s sentence.

The algorithm learns from historical criminal recidivism data to predict the likelihood that a defendant
will reoffend. The basic idea is that the algorithm considers a defendant likely to reoffend if his/her
profile is similar to the profiles of other defendants who have reoffended.

The algorithm uses a number of attributes of defendants, such as their age, gender, previous criminal
records, etc, to evaluate defendants' recidivism risk. The algorithm may weigh some attributes more
heavily than others in making its prediction.

 

Let us remind you of  the definitions of performance metrics:

True positive (TP): people who are being predicted to re-offend and actually re-offend

True negative (TN): people who are being predicted to NOT reoffend and actually do NOT re-offend

False positive (FP): people who are being predicted to re-offend but actually do NOT re-offend

False negative (FN): people who are being predicted to NOT re-offend but actually re-offend

True Positive Rate (TPR): The fraction of people who are predicted correctly to re-offend, among all
those who actually re-offend. (TP / TP + FN)

True Negative Rate (TNR):  The fraction of people who are predicted correctly to NOT reoffend, among
all those who actually do NOT re-offend. (TN/ TN + FP)

False Positive Rate (TPR): The fraction of people who are falsely predicted to re-offend, among all
those who do NOT re-offend (FP/FP+ TN).

False Negative Rate (FNR): The fraction of people who are falsely predicted to NOT re-offend, among
all those who do re-offend (FN/FN+TP).

A Th t f d f d t th t tl di t d
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Accuracy: The percentage of defendants that are correctly predicted 
(Correct Predictions) / (Total Predictions) = (TP+TN)/ (TP+TN + FP + FN)

Disparity: The difference in accuracy/error rates (e.g., false positive rates and false negative rates)
between the two groups

 

Background

 

In this quiz, we will consider a specific type of prediction method that first provides a risk score for each
individual defendant and then makes predictions by taking a threshold on the risk scores. As shown in
the figure above, there are two groups (blue square and orange circle). Each individual defendant has a
label (+ or -) that indicates whether such an individual reoffends or not. After choosing a threshold, the
model will predict “re-offend” for any individual with a risk score higher than the threshold and predict
“not re-offend” for any individual with a risk score lower than the threshold.

We will look at the effects on different error rates by changing the threshold.

For sanity check, there are 8 squares and 16 circles in the above picture.

1 ptsQuestion 1
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If we pick threshold A, calculate the following:

What is the number of false negatives (FN) for the whole dataset: 

What is the number of the true negatives (TN) for the whole dataset:

What is the false-negative rate (FNR) for the whole dataset (expressed as a ratio) :

What is the false-negative rate (FNR) for the Group 1 (blue square) (expressed as a

ratio): 

 

1 ptsQuestion 2

Neither of them are optimal.

Threshold A is optimal in terms of accuracy.

Both of them are optimal.

Threshold B is optimal in terms of accuracy.

Which of threshold A and threshold B is optimal in terms of accuracy?

1 ptsQuestion 3

Which of the following reduces false positive rate? [FPR=FP/N]?
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The model chooses a lower threshold.

The model chooses a higher threshold.

There is nothing you can do to minimize the false positive rate.

1 ptsQuestion 4

Pick the model where one demographic group has a higher false negative rate over another
one.

Pick the model that has similar false positive rates and false negative rates between two
demographic groups.

Pick the model where one demographic group has a higher false positive rate over another
one.

If your goal is to reduce disparity between FPRs of the two groups, what type of
model would you pick?

1 ptsQuestion 5

The false positive rate drops.

The false positive rate increases.

There will be no change in the false positives rate.

Suppose you want to change the threshold to reduce false-negative rate. How might
this affect the false-positive rate? (Check all that applies.)

1 ptsQuestion 6
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The percentage of correct predictions will stay the same.

The accuracy will be lower than the optimal accuracy.

The accuracy will still be optimal.

Suppose you want to change the threshold in the figure to minimize the disparity of
false negative rates between two different demographic groups. How might this affect
the algorithm’s performance?

0 ptsQuestion 7

Minimizing False Negative Rate

Maximizing True Negative Rate

Minimizing disparity (of FPRs, FNRs, accuracy rates) between demographics

Minimizing False Positive Rate

Maximizing Accuracy

Maximizing True Positive Rate

Other

For a recidivism prediction algorithm, what metrics below do you think are the most
important ones to consider in tuning the algorithm? Assume there are tradeoffs
between these metrics so that you can not optimize for all of them at the same time.
[There are no correct answers in this one]

1 ptsQuestion 8
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HTML Editor

Please explain your reasoning for the previous question.

              

         12pt Paragraph

  0 words0 words


0 ptsQuestion 9

Maximizing True Negative Rate

Others

In any algorithmic decision-making system, what metrics below do you think are the
most important ones to consider in tuning the algorithm?  [There are no correct
answers in this one]



12/14/2020 Quiz: Quiz (Sept 10th)

https://canvas.cmu.edu/courses/19472/quizzes/44108/take?preview=1 7/8

Minimizing False Negative Rate

Maximizing Accuracy

Maximizing True Positive Rate

Minimizing False Positive Rate

Minimizing disparity (of FPRs, FNRs, accuracy rates) between demographics

1 pts

HTML Editor

Question 10

Please explain your reasoning for the previous question.

              

         12pt Paragraph

  0 words0 words
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Quiz (Sept 17th)

 This is a preview of the published version of the quiz

Started: Dec 14 at 3:27pm

Quiz Instructions
The first five quiz questions are about designing an ML-based application in a new context: loan
application. Some banks use algorithms to make decisions about whether loan applications should be
granted or denied.  

The algorithm learns from historical data to predict the likelihood that a loan applicant will pay back
the loan (or not) and then make a decision based on the likelihood. The basic logic is that the
algorithm considers a loan applicant likely to pay back the loan if his/her profile is similar to profiles of
other applicants who have repaid.
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Like what we did in the first quiz,  let us consider a situation as shown in the figure above. There are two
groups (blue square and orange circle). Each individual loan applicant has a label (+ or -) that indicates
whether such an individual repays or not. After choosing a threshold, the model will predict “repay” for
any individual with a repayment probability estimate higher than the threshold and predict “not repay” for
any individual with a repayment probability estimate lower than the threshold. 

We will look at the effects on different error rates by changing the threshold.

For sanity check, there are 8 squares and 16 circles in the above picture. 

 

[Concept explanation]
Here we remind you of the definitions of performance metrics.  

True positive (TP): people who are being predicted to repay and actually repay  
True negative (TN): people who are being predicted to NOT repay  and actually do not repay  
False positive (FP): people who are being predicted to repay but actually do not repay 
False negative (FN): people who are being predicted to not repay but actually repay 

True Positive Rate (TPR): The percent of people who are being predicted to repay and actually repay,
among all those who actually re-pay. (TP / TP + FN) 

True Negative Rate (TNR):  The percent of people who are being predicted to NOT repay and actually
not repay, among all those who actually do not repay. (TN/ TN + FP) 
False Positive Rate (FPR): The percentage of people who are being predicted to re-pay but actually do
not repay, among all those who do NOT repay (FP/FP+ TN).  
False Negative Rate (FNR): The percentage of people who are being predicted to NOT repay but
actually repay, among all those who do repay (FN/FN+TP).  

Accuracy: The percentage of loan applicants that are correctly predicted 
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Disparity: The difference in accuracy/error rates (e.g., false positive rates and false negative rates)
between the two groups.

 

2 ptsQuestion 1

If we pick threshold A, calculate the following:

What is the false-positive rate (FPR) for the whole dataset (expressed as a ratio

FP/N) :  / 

What is the false-positive rate (FPR) for the Group 1 (blue square) (expressed as a

ratio FP_1/N_1):  / 

1 ptsQuestion 2

Group 1

Both Groups are equally benefited

Group 2

If we only look at false-positive rates, which of the two groups is benefited?

1 ptsQuestion 3

Which of the following reduces false negative rate?
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Nothing you can do to minimize the false positive rate.

The model chooses a higher threshold.

The model chooses a lower threshold.

1 ptsQuestion 4

There will be no change in the false negative rate.

The false negative rate increases.

The false negative rate decrease.

Suppose you want to change the threshold to reduce the false-positive rate. How
might this affect the false-negative rate?  

1 ptsQuestion 5

The accuracy will be lower than the optimal accuracy.

The accuracy will still be optimal.

The percentage of correct predictions will stay the same.

Suppose you want to change the threshold in the figure to minimize the disparity of
false negative rates between two different demographic groups. How might this affect
the algorithm’s performance?

1 ptsQuestion 6
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No new data to save. Last checked at 3:27pm  

Understand the world beyond the experience of training

Make moral judgement

Use common sense

Arithmetic calculation

Which of the following the current AI/ML technologies are NOT good at? Select all
that applies.

1 ptsQuestion 7

Increase uncertainty

Introduce unpredictability

Increase speed

What are the risks of adding AI/ML predictions into a product or service? Select all
that applies.

Submit Quiz


